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Abstract

According to parallel distributed processing (PDP) models of visual word recognition, the speed of semantic coding
is modulated by the nature of the orthographic-to-semantic mappings. Consistent with this idea, an ambiguity disad-
vantage and a relatedness-of-meaning (ROM) advantage have been reported in some word recognition tasks in which
semantic processing is presumed to be required for responding. To further evaluate this idea, we examined ambiguity
and ROM effects in lexical decision and semantic categorization tasks. In the lexical decision task, there was an ambi-
guity advantage but no ROM effect. In the semantic categorization tasks, we used various semantic categories and
found a processing time disadvantage for ambiguous words with less related meanings when the decisions were relative-
ly difficult, but observed no effect when the decisions were easier. These results suggest that both the ambiguity
disadvantage and the ROM advantage in the semantic categorization tasks are due to decision-making, rather than
semantic-coding, processes. The implications of these results for issues concerning the nature of semantic coding and
semantic representations are discussed.
� 2006 Elsevier Inc. All rights reserved.
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Introduction

In reading research, one of the central questions has
been: how are meanings retrieved from print, that is,
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how do readers use orthographic information to activate
semantic information? While there are now a number of
models of this process, one clear fact is that how the
orthographic-to-semantic activation process is charac-
terized is highly dependent on the assumptions made
about the nature of the mental representations.

In the present investigation, our focus was on the dis-
tributed representation assumption inherent in parallel
distributed processing (PDP) models (e.g., Borowsky &
Masson, 1996; Kawamoto, 1993; Kawamoto, Farrar,
& Kello, 1994; Plaut, 1997; Plaut & McClelland, 1993;
Plaut, McClelland, Seidenberg, & Patterson, 1996;
Rodd, Gaskell, & Marslen-Wilson, 2004; Seidenberg &
McClelland, 1989; Van Orden, Pennington, & Stone,
ed.
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1990). According to these types of models, orthographic
and semantic information are assumed to be represented
by patterns of activation over sets of units representing
orthographic and semantic features. These units are
interconnected and, through a learning process, these
connections come to be weighted in a way that reflects
the appropriate relationships among units. When a word
is presented, a set of orthographic units is first activated
and this activation spreads to semantic units through the
weighted connections. Because the weights on connec-
tions depend on the nature of the relationships between
orthographic and semantic units (i.e., their consistency),
PDP models predict that the speed and accuracy of
semantic coding essentially depend on the nature of
the feedforward relationships between orthography
and semantics.

As Joordens and Besner (1994; see also Besner and
Joordens, 1995) have noted, ambiguous words (i.e.,
words with multiple meanings) appear to provide a good
opportunity to examine these predictions from the PDP
models. According to the models, ambiguous words
involve the mapping of a single orthographic code onto
a number of different semantic codes and, as such, the
one-to-many feedforward mappings should produce a
cost in terms of the time needed to settle on a particular
semantic code. That is, when a particular orthographic
pattern is associated with multiple semantic patterns
within the same set of semantic units, the model must
learn two different associations based on the same ortho-
graphic pattern. Further, these two associations must
both be represented within the same set of weights, that
is, the weights that connect the orthographic and seman-
tic levels. In such a circumstance, the weights on connec-
tions that have been adjusted to produce one of the
orthographic–semantic associations would be disrupted
by learning another association. Hence, it would be dif-
ficult to establish the strong orthographic-semantic asso-
ciations appropriate for any of the meanings of
ambiguous words. Consequently, PDP models predict
that the speed of semantic coding would be slower for
words having multiple meanings than for words having
a single meaning.

In fact, in their simulations, Borowsky and Masson
(1996) and Kawamoto et al. (1994) reported that the
time (i.e., the number of processing cycles) taken to set-
tle on a semantic code was slower and the settling pro-
cess was more error prone for ambiguous words than
for unambiguous words in the PDP models they exam-
ined. In addition, Joordens and Besner (1994) reported
that there was a ‘‘blend state’’ problem in their simula-
tions with ambiguous words. That is, although they
observed faster settling time for ambiguous words than
for unambiguous words when the model settled accu-
rately, most of the time, their model failed to settle into
a correct semantic pattern for ambiguous words.
Instead, semantic units settled into a blend state in
which multiple meanings were each partially activated.
The obvious question, therefore, is what does the rele-
vant literature tell us about how humans process ambig-
uous words?

Ambiguity effects

One result that appears consistently in the literature
is that ambiguous words have a processing advantage
in lexical decision tasks. In these tasks, response laten-
cies are typically faster for ambiguous words (e.g.,
BANK, LEAN) than for unambiguous words (e.g.,
FOOD, TENT) (e.g., Borowsky & Masson, 1996; Ferr-
aro & Hansen, 2002; Hino & Lupker, 1996; Hino, Lup-
ker, & Pexman, 2002; Hino, Lupker, & Besner, 1998;
Jastrzembski, 1981; Jastrzembski & Stanners, 1975; Kel-
las, Ferraro, & Simpson, 1988; Millis & Button, 1989;
Pexman & Lupker, 1999; Rubenstein, Garfield, & Milli-
kan, 1970, 1971, although see Forster & Bednall, 1976;
Gernsbacher, 1984). A second result, which will be more
central to the present discussion, is the report of an
ambiguity disadvantage in semantic tasks using the same
set of items that produce an ambiguity advantage in lex-
ical decision. These semantic tasks include the semantic
categorization task with the Living Thing category in
Hino et al. (2002) and the relatedness judgment task in
Piercey and Joordens (2000).

As a number of researchers have suggested, the cen-
tral process in the lexical decision task is the decision-
making process, a process that is assumed to be typically
based on the nature of the orthographic code (e.g.,
Balota, 1990; Balota & Chumbley, 1984; Besner, 1983;
Besner & McCann, 1987; Hino & Lupker, 1996, 1998,
2000; Hino et al., 2002; McCann, Besner, & Davelaar,
1988; Pexman & Lupker, 1999; Seidenberg & McClel-
land, 1989). Thus, whether or not ambiguous words take
longer to settle at the semantic level may be irrelevant in
the lexical decision task (see Borowsky & Masson, 1996;
Kawamoto, 1993; Kawamoto et al., 1994; Masson &
Borowsky, 1995; Rueckl, 1995, for similar discussions).
In contrast, performance in semantic tasks, such as
semantic categorization or relatedness judgment tasks,
is clearly dependent on semantic processing and, in par-
ticular, on how easy it is to complete semantic coding.
Thus, the ambiguity disadvantage observed in semantic
tasks appears to provide important support for PDP-
based accounts.

Consider, for example, Hino et al.’s (2002) PDP-
based account of the impact of semantics in these tasks.
As in Balota, Ferraro, and Connor’s (1991) interactive-
activation proposal, the impact of semantics in lexical-
decision making is assumed to come about through
feedback activation from the semantic level to the ortho-
graphic level. Because ambiguous words would activate
multiple meanings, the amount of feedback activation
from the semantic level to the orthographic level would
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be greater for ambiguous words than for unambiguous
words. As a result, the orthographic processing required
in making lexical decisions would receive more support
from semantic feedback for ambiguous words, which
would produce the typical ambiguity advantage in lexi-
cal decision. Thus, looked at from this perspective, an
ambiguity advantage in lexical decision tasks would
not be at all inconsistent with PDP-based accounts.

Semantic categorization tasks, on the other hand,
require participants to determine whether a meaning of
a word falls into a specific semantic category. Thus,
semantic categorization responses must be based on
the results of semantic processing and, hence, should
be sensitive to the speed of semantic coding. As such,
Hino et al. (2002) suggested that their ambiguity disad-
vantage in semantic categorization was perfectly com-
patible with the predictions of PDP models. That is,
because the speed of semantic coding is modulated by
the nature of orthographic-to-semantic mappings, it
would be expected that ambiguous words would suffer
a disadvantage due to their one-to-many feedforward
mappings.

Based on their observation of an ambiguity advan-
tage (on error rates) in lexical decision and an ambiguity
disadvantage in a relatedness judgment task, Piercey and
Joordens (2000) also offered a PDP-based account.
Those authors suggested that lexical decisions can be
made before semantic coding is completed, whereas
semantic tasks such as the relatedness judgment task
require identification of a meaning for each word (see
also Gottlob, Goldinger, Stone, & Van Orden, 1999).
Specifically, Piercey and Joordens suggested that lexical
decisions are made based mainly on the familiarity of
the target word. Ambiguous words generate a high level
of familiarity more quickly than unambiguous words
due to the fact that ambiguous words have multiple
basins of attraction (correct patterns of activation).
Because of these multiple basins, early in processing,
the activation pattern of an ambiguous word will typi-
cally be closer to one of those basins than the activation
pattern of an unambiguous word would be to its single
basin. Thus, there would be an ambiguity advantage.
To make a relatedness judgment, on the other hand,
semantic coding would have to be completed because
it is necessary to identify the meaning of a word to
decide whether it is related to the word it is paired with.
Thus, task performance would reflect the speed of com-
pleting semantic coding. The semantic activation would
easily settle into a learned pattern for unambiguous
words, but for ambiguous words, the multiple meanings
would create a competition. As a result, an ambiguity
disadvantage would emerge.

Further evidence supporting these ideas comes from
Duffy, Morris, and Rayner (1988) and Rayner and Duffy
(1986). Those authors reported that, in on-line reading
tasks, gaze durations were longer for unbiased ambigu-
ous words than for unambiguous words when the words
were presented in a neutral sentential context, results
that, as noted by Borowsky and Masson (1996), Gottlob
et al. (1999) and Piercey and Joordens (2000), support
the idea that semantic coding is slower for ambiguous
words. Thus, in all of these experiments, experiments
in which semantic coding is presumably required,
ambiguous words did suffer in contrast to unambiguous
words, consistent with the prediction of PDP-based
accounts.

Unfortunately, these results stand in contrast to two
other recently reported results. First, in contrast to the
ambiguity disadvantage in Hino et al.’s (2002) semantic
categorization task using the Living Thing category,
Forster (1999) reported no effect of ambiguity in his
semantic categorization task using the Animal category.
Second, using a relatedness judgment task, Pexman,
Hino, and Lupker (2004) reported that while there was
a clear ambiguity disadvantage for positive pairs (e.g.,
MONEY–BANK), replicating Gottlob et al. (1999)
and Piercey and Joordens (2000), there was no effect
of ambiguity for negative pairs (e.g., HORSE–BANK).

As a result, Pexman et al. (2004) suggested an alterna-
tive account of the ambiguity disadvantage observed in
the relatedness judgment task, an account based on deci-
sion-making, rather than semantic-coding, processes. On
the positive trials in relatedness judgment experiments,
there is inevitably a response conflict due to there being
two meanings of the ambiguous word. That is, one mean-
ing is consistent with a positive response (i.e., the meaning
that is related to the meaning of its paired word) and the
other(s) is(are) consistent with a negative response (i.e.,
unrelated to the meaning of its paired word). Thus, an
ambiguity disadvantage in this circumstance could be
due either to more difficult semantic coding for ambigu-
ous words or to a decision-making conflict for ambiguous
words. In contrast, on negative trials in the relatedness
judgment task, there would be no decision-making con-
flict. All meanings of the ambiguous word would be con-
sistent with a negative response. Thus, an ambiguity
disadvantage in this circumstance could be unequivocally
attributed to slower semantic coding for ambiguous
words. The lack of an ambiguity disadvantage for these
negative pairs, therefore, suggests that the disadvantage
for positive pairs is due to the decision-making process.
(A similar argument can be made to explain the ambiguity
disadvantage in on-line reading tasks, tasks in which the
reader must select the intended meaning of the ambiguous
word in order to understand the passage, e.g., Duffy et al.,
1988; Rayner & Duffy, 1986.) As such, in contrast to the
explanation provided by PDP-based accounts, these
results suggest that the speed of semantic coding does
not depend on the nature of words’ orthographic-to-se-
mantic relationships.

The only results that are not consistent with this
analysis are those of Hino et al. (2002). In their



1 Some researchers have suggested that the relatedness of
meanings reflects the etymological distinction between hom-
onyms (ambiguous words with unrelated meanings) and poly-
semous words (ambiguous words with related senses) (e.g.,
Caramazza & Grober, 1976; Jastrzembski, 1981; Klein &
Murphy, 2001, 2002). However, because our ROM manipula-
tion involved a relative classification scheme based on the
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polysemous words, we simply used the terms ambiguous words
with more related and less related meanings to describe that
manipulation in this paper.
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semantic categorization task, participants were asked
to decide whether or not a presented word falls into
the Living Thing category. The important data come
from their negative trials, trials in which both their
ambiguous and unambiguous words possessed no Liv-
ing Thing meanings. To establish that none of their
ambiguous words had Living Thing meanings even
among their subordinate meanings, Hino et al., con-
sulted an unabridged Japanese dictionary (Umesao,
Kindaichi, Sakakura, & Hinohara, 1995). In addition,
they asked a group of participants to rate whether
each of these ambiguous words consisted of all Non-
living Thing meanings (0), both Living and Nonliving
Thing meanings (1), or all Living Thing meanings (2).
Both sources suggested that their ambiguous words
most likely did not involve Living Thing meanings.
Thus, there would be no reason to expect a deci-
sion-making conflict to arise for the ambiguous words
in their semantic categorization task. As such, the
ambiguity disadvantage in Hino et al.’s task does
imply that the speed of semantic coding is slower
for ambiguous words than for unambiguous words.

As noted above, however, Hino et al.’s (2002) conclu-
sion is problematic because Pexman et al. (2004) failed
to observe an ambiguity effect in the negative trials of
their relatedness judgment task. Further, Hino et al.’s
results itself may be problematic due to the fact that
Forster (1999) failed to observe an ambiguity disadvan-
tage using a semantic categorization task similar to that
of Hino et al. Both Forster’s null effect and Hino et al.’s
ambiguity disadvantage were obtained on negative tri-
als. However, as will be discussed below, there were a
couple of differences between the two experiments that
could, potentially, account for the different results.
One goal of the present investigation was to examine
these differences in an attempt to determine when ambi-
guity disadvantages do emerge in semantic categoriza-
tion tasks. In addition, we also examined the impact of
another factor that may be important when considering
the processing of ambiguous words, the relatedness of
the various meanings.

Relatedness-of-meanings (ROM) effects

The question of whether the relatedness of the vari-
ous meanings of ambiguous words has processing impli-
cations has only recently started to attract some
attention in the literature (e.g., Azuma & Van Orden,
1997; Klein & Murphy, 2001, 2002; Locker, Simpson,
& Yates, 2003; Rodd, Gaskell, & Marslen-Wilson,
2002; although see Jastrzembski, 1981). Words like
‘‘BANK’’ which have at least two completely unrelated
meanings (e.g., a place where you keep your money, the
edge of the river) are examples of ambiguous words with
unrelated meanings while words like ‘‘PAPER’’ which
have many related meanings (e.g., an object to write
on, a manuscript printed on that object) are examples
of ambiguous words with related meanings.1

Within a PDP framework, a reasonable assumption
would be that the semantic representations for related
meanings share semantic features. If so, the orthograph-
ic-to-semantic mappings would be more consistent (i.e.,
those mappings may produce less competition during
the settling process) for ambiguous words with related
meanings than for ambiguous words with unrelated
meanings. As a result, if the speed of semantic coding
is modulated by the nature of orthographic-to-semantic
mappings, semantic coding should be faster for ambigu-
ous words with related meanings than for ambiguous
words with unrelated meanings, producing a relatedness
advantage in semantically-based tasks. The further
implication, of course, is that any ambiguity disadvan-
tage (in a comparison to unambiguous words) should
be larger for ambiguous words with unrelated meanings
than for ambiguous words with related meanings.

The implications of ROM for the lexical decision
task, however, are somewhat less clear. If one had to rely
on semantic coding to make lexical decisions, a related-
ness advantage would be expected (see Azuma & Van
Orden, 1997). If one assumed that lexical decisions are
made based on orthographic codes, however, there is
no obvious prediction to be made. Assuming that lexical
decision performance is affected by semantic feedback to
the orthographic level, Locker et al. (2003) have suggest-
ed that the amount of semantic feedback could be mod-
ulated by the processing competition at the semantic
level. Because stronger competition is expected at the
semantic level for ambiguous words with unrelated
meanings than for ambiguous words with related mean-
ings, less semantic feedback might be expected for
ambiguous words with unrelated meanings. If so, a
relatedness advantage would be expected.

On the other hand, very similar accounts (e.g., Hino
et al., 2002; Pexman et al., 2004) could also make the
opposite prediction. That is, if related meanings do share
semantic features, the amount of semantic activation
may actually be greater for ambiguous words with unre-
lated meanings than for ambiguous words with related
meanings because more semantic units (representing
semantic features) would be activated by unrelated
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meanings. If so, there would be more support from
semantic feedback for ambiguous words with unrelated
meanings than for ambiguous words with related mean-
ings. As such, if there were any relatedness effect at all in
the lexical decision task, one would expect a relatedness
disadvantage, rather than a relatedness advantage.

The present research

The main purpose of the present research was to
determine both when ambiguity disadvantages emerge
in semantic categorization tasks and whether those dis-
advantages are due to the semantic-coding process. To
address these issues, the first step was to examine the dis-
crepancy between the results of Hino et al. (2002), who
obtained an ambiguity disadvantage in a semantic cate-
gorization task, and Forster (1999), who did not. As
noted, both results were obtained from words used on
negative trials (i.e., trials on which the targets were not
exemplars of the designated category). There were, how-
ever, some differences between the two experiments. To
begin with, although there is no obvious reason why it
would matter, Forster used English words while Hino
et al. used Japanese Katakana words. Indeed, it would
be surprising if this difference were important because
Hino and colleagues have had just as much success pro-
ducing ambiguity effects with Japanese Katakana words
(e.g., Hino et al., 1998, 2002; Hino, Lupker, Sears, &
Ogawa, 1998; Pexman et al., 2004) as they and others
have had with English words (e.g., Borowsky & Masson,
1996; Hino & Lupker, 1996; Jastrzembski, 1981; Jas-
trzembski & Stanners, 1975; Kellas et al., 1988; Millis
& Button, 1989; Pexman et al., 2004; Pexman & Lupker,
1999; Rubenstein et al., 1970, Rubenstein, Lewis, &
Rubenstein, 1971) in lexical decision experiments. Sec-
ond, as previously noted, the category used in Forster’s
experiment (i.e., the Animal category) was much smaller
and more well-defined than that used in Hino et al.’s
experiment (i.e., the Living Thing category). Thus, there
would likely be very different decision demands in the
two experiments. If this difference does turn out to be
important, it would provide additional support for Pex-
man et al.’s (2004) decision-making account because the
different results would, presumably, be attributable to
the different processing demands during the decision-
making process.

The stimuli selected for all these experiments were
Japanese Katakana words. It is not possible to manipu-
late relatedness of meanings for unambiguous words, so
three word groups were created: ambiguous words with
more related meanings, ambiguous words with less relat-
ed meanings, and unambiguous words. The first experi-
ment was a lexical decision experiment. This experiment
had essentially two purposes. The first purpose was to
provide a manipulation check. That is, it was felt that
it would be useful to demonstrate that our ambiguity
manipulation was strong enough to produce the stan-
dard ambiguity advantage in lexical decision. The sec-
ond purpose was to determine whether relatedness of
meanings matters for these words in this task. The sec-
ond and third experiments were attempts to replicate
Hino et al.’s (2002) and Forster’s (1999) results using
semantic categorization tasks similar to the ones that
they used. That is, we conducted two semantic categori-
zation experiments using the same words in the negative
trials, one using a broader semantic category (i.e., Living
Things) and the other using a narrower category (i.e.,
Vegetables). Subsequent experiments also involved the
same words in various semantic categorization tasks,
tasks that allowed us to vary the decision-making
requirements of the task in order to get a better idea
of when ambiguity disadvantages emerge in semantic
categorization tasks.
Experiment 1

Method

Participants

Twenty-six undergraduate students from Waseda
University participated in this experiment for course
credit. All were native Japanese speakers who had nor-
mal or corrected-to-normal vision.

Stimuli

One hundred and twenty ambiguous words with
Nonliving Thing meanings, 120 unambiguous words
with Nonliving Thing meanings, and 90 unambiguous
words with Living Thing meanings were selected based
on the first author’s intuition from word frequency
norms of Katakana-written words (‘‘table of loan words
listed in order of their frequencies’’) in National Lan-
guage Research Institute (1971). These were all Kata-
kana words between 2 and 6 characters in length.
Forty-two undergraduate students from Chukyo Uni-
versity were then asked to rate the experiential familiar-
ity of these words. The 330 words were randomly
ordered and listed in a questionnaire. Each word was
accompanied by a 7-point scale ranging from Very Unfa-

miliar (1) to Very Familiar (7). The participants were
asked to rate the experiential familiarity by circling the
appropriate number on the scale.

In addition, a new group of 41 students from Chukyo
University was asked to rate how typical the meanings
of these words are as exemplars of Living Thing or Non-
living Thing categories. These 330 words were, once
again, randomly ordered and listed in a questionnaire.
In the questionnaire, each word was accompanied by a
seven-point scale ranging from Nonliving (1) to Living

(7). The participants were asked to give their typicality
ratings by circling the appropriate number on the scale.
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Further, for the 240 Katakana words with Nonliving
Thing meanings, the number of meanings was evaluated
based on subjective ratings. In the number-of-meanings
(NOM) ratings, the 240 words were mixed with 90 Kata-
kana-written nonwords, randomly ordered and listed in
a questionnaire. A new group of 41 students from Chu-
kyo University was asked to count the number of mean-
ings for each Katakana character string and write down
that number.

For comparison purposes, we also collected another
NOM measure for the ambiguous words using Azuma
and Van Orden’s (1997) technique. To accomplish this,
a new group of 50 students from Chukyo University
was asked to write down all the meanings that they
could think of given each of these 120 ambiguous words.
Next, those meanings were classified as the same or dif-
ferent meanings based on meanings listed in an unab-
ridged Japanese dictionary (Umesao et al., 1995).
Three judges (including the first author) classified these
responses. As in Azuma and Van Orden’s procedure,
when a participant generated multiple responses that
are classified as the same meaning in the dictionary,
these responses were considered as a single response of
that meaning. In addition, when participants’ responses
were not matched with any of the meanings listed in the
dictionary, they were classified as new meanings. After
classifying the responses, meanings that were given by
more than 5 participants (10%) were counted as mean-
ings of each word. These meaning counts correlated sig-
nificantly with the NOM ratings collected using the first
procedure, r = .34, p < .001.

To determine whether the 120 ambiguous words
(with Nonliving Thing meanings) involve any Living
Thing meanings, meaning-type ratings were also collect-
ed. A new group of 38 students from Chukyo University
was asked to decide whether these ambiguous words
consisted of all Nonliving Thing meanings (0), Nonliving

and Living Thing meanings (1), or all Living Thing mean-

ings (2). The 120 ambiguous words were randomly
ordered and listed in a questionnaire accompanied by
a 3-point scale ranging from 0 to 2. The participants
were asked to circle the appropriate number on the
scale.

To estimate the degree of relatedness of meanings for
the 120 ambiguous words, two types of ROM ratings
were also collected. First, these 120 ambiguous words
were randomly ordered and listed in a questionnaire.
In the questionnaire, each word was accompanied by a
7-point scale ranging from Unrelated (1) to Related (7).
A new group of 41 students from Chukyo University
was asked to think of all the meanings of each ambigu-
ous word and to rate the relatedness of these meanings
by circling the appropriate number on the scale.

Second, we collected relatedness scores in a similar
way to that used by Azuma and Van Orden (1997).
From the 120 ambiguous words, 90 ambiguous words
were selected based on the NOM ratings: the NOM rat-
ings were all more than 1.3 for these 90 ambiguous
words. For each of the 90 ambiguous words, all the
meanings that were given by at least 5 participants were
paired and listed in a questionnaire, accompanied by a
7-point scale from Unrelated (1) to Related (7). A new
group of 32 students from Chukyo University was, then,
asked to rate the degree of relatedness for each pair of
meanings by circling the appropriate number on the
scale. In Azuma and Van Orden’s relatedness ratings,
relatedness was not evaluated among subordinate mean-
ings. In contrast, we collected relatedness ratings based
on all the meanings (that had been given by at least 5
participants). For the 90 ambiguous words, the two
types of relatedness ratings were highly correlated with
one another, r = .68, p < .001.

Based on these ratings, 20 ambiguous words with less
related meanings, 20 ambiguous words with more relat-
ed meanings, and 20 unambiguous words were selected.
The statistical characteristics of these words are given in
Table 1. These words were all between 2 and 5 Katakana
characters in length. Word length, F (2, 57) = 0.09,
MSE = 0.54, and the number of syllables (morae),
F (2, 57) = 0.00, MSE = 0.53, were matched as closely
as possible across the three word groups. The frequency
counts of these words were all less than or equal to 50
per 940,533. Word frequency counts were also matched
as closely as possible across the three word groups, F (2,
57) = 0.44, MSE = 121.30. In addition, experiential
familiarity ratings, F (2, 57) = 0.04, MSE = 0.60, and
typicality ratings, F (2, 57) = 0.04, MSE = 0.23 were
also equated as much as possible. In addition, ortho-
graphic neighborhood sizes were calculated for these
words (e.g., Coltheart, Davelaar, Jonasson, & Besner,
1977). A word’s orthographic neighborhood size is
defined as the number of words that can be created by
replacing one character in the word. These counts for
each word were based on a computer-based dictionary
with 36,780 word entries (National Language Research
Institute, 1993). The mean orthographic neighborhood
sizes were comparable across the three word groups,
F (2, 57) = 0.80, MSE = 14.11. In addition, the mean-
ing-type ratings for the two groups of ambiguous words
were all less than 0.30 with means of 0.13 for the ambig-
uous words with less related meanings and 0.12 for the
ambiguous words with more related meanings,
t (38) = 0.64. Thus, it is unlikely that these words involve
(subordinate) Living Thing meanings.

The NOM ratings for these ambiguous words were
all more than 1.30, whereas the ratings for the unambig-
uous words were all less than 1.30: the mean ratings were
1.53 for the ambiguous words with more related mean-
ings, 1.57 for the ambiguous words with less related
meanings, and 1.09 for the unambiguous words. As
such, the NOM ratings were comparable for the two
groups of ambiguous words, t (38) = 0.96, whereas these



Table 1
Mean word frequency (freq), word length (len), syllabic length (Syl), orthographic neighborhood size (N), experiential familiarity
rating (FAM), number-of-meaning rating (NOM), typicality (living thing) rating (LIV), meaning-type rating (M), relatedness rating
based on Items (Rel-A), relatedness rating based on meaning pairs (Rel-B), and meaning count based on 50 subjects’ responses (MC)
for each word group used in all the experiments

Word type Freq Len Syl N FAM NOM LIV

Ambig./More Rel. 10.85 3.40 3.40 3.80 4.84 1.53 2.16
Ambig./Less Rel. 7.80 3.50 3.40 4.50 4.78 1.57 2.19
Unambig. 8.35 3.45 3.40 3.00 4.84 1.09 2.15

Word type M Rel-A Rel-B MC

Ambig./More Rel. 0.12 4.23 4.27 3.15
Ambig./Less Rel. 0.13 2.47 2.30 2.85
Unambig. — — — —
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ratings for the unambiguous words were significantly
smaller than those for the ambiguous words with more
related meanings, t (38) = 11.52, p < .001, and for the
ambiguous words with less related meanings,
t (38) = 10.82, p < .001. The meaning counts based on
the 50 participants’ responses were all more than 2 for
these ambiguous words, ranging from 2 to 6. The mean
meaning counts were 2.85 for the ambiguous words with
less related meanings and 3.15 for the ambiguous words
with more related meanings, t (38) = 0.96.2

The ROM ratings based on items were all more than
3.20 with a mean of 4.23 for the ambiguous words with
more related meanings, whereas these ratings were all
less than 3.20 with a mean of 2.47 for the ambiguous
words with less related meanings, t (38) = 11.31,
p < .001. In addition, the ROM ratings based on mean-
ing pairs were all more than 3.20 with a mean of 4.27 for
the ambiguous words with more related meanings,
whereas these ratings were all less than 3.20 with a mean
of 2.30 for the ambiguous words with less related mean-
ings, t (38) = 9.08, p < .001. The words in the three
2 Although we collected meaning counts by asking 50
participants to write down all the meanings that they could
think of for each word, our ambiguity manipulation was based
on the NOM ratings. We used NOM ratings because a
significant ambiguity effect has been repeatedly reported in
lexical decision tasks using this ambiguity measure (e.g.,
Borowsky & Masson, 1996; Hino & Lupker, 1996; Hino
et al., 1998, 2002; Kellas et al., 1988; Millis & Button, 1989;
Pexman & Lupker, 1999). In addition, as has been argued by
Millis and Button, this measure appears to correctly reflect the
number of meanings that each participant can access in
memory. If, for example, we had, instead, counted the total
number of meanings generated by 50 participants, this measure
may not have reflected the number of meanings that each
participant could access in memory because all meanings are
not generated by all the participants. In contrast, the NOM
ratings do reflect the average number of meanings that each
participant can access in memory.
experimental word groups and their English translations
are listed in AppendixA.3

In addition to these word stimuli, 60 Katakana non-
words, which were created by replacing one character
from actual Katakana words, were added to the stimu-
lus set used in the lexical decision task of Experiment
1. The mean character length of these nonwords was
3.40, ranging from 2 to 5. The mean syllabic length of
these nonwords was 3.33, ranging from 2 to 5. The mean
NOM rating for these nonwords was 0.00. It should be
noted that none of these nonwords were pseudohomo-
phones (i.e., nonwords that are pronounced like words).
Due to the nature of Katakana, pseudohomophones
can’t actually exist in that script because any Katakana
character string that is pronounced like a word would be
regarded as a word by Japanese readers.

Procedure

Participants were tested individually in a normally lit
room. Participants were asked to make a word–non-
word discrimination for each stimulus appearing on a
video monitor (FlexScan 54T, EIZO NANAO Corpora-
tion) by pressing either a ‘‘Word’’ or a ‘‘Nonword’’ key
on a response box connected to a computer. The
‘‘Word’’ response was made using the participant’s dom-
inant hand.

Participants were also instructed that their responses
should be made as quickly and as accurately as possible.
Eighteen practice trials were given prior to the 90 exper-
imental trials. The practice items were 8 Katakana
words and 8 Katakana nonwords. None of these items
were used in the experimental trials. During the practice
3 We classified the ambiguous words into the more related
versus less related meaning categories based on the two types of
ROM ratings. Because the relatedness of meanings should be a
matter of degree, our ROM manipulation was based on a
relative classification depending on the cutoff criteria that we set
for these ratings (i.e., 3.20 for the ROM ratings based on items
and 3.20 for the ROM ratings based on meaning pairs).
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trials, participants were informed about their response
latency and whether their response was correct after
each trial. No feedback was given during the experimen-
tal trials. The order of stimulus presentation for the
experimental trials was randomized for each participant.

Each trial was initiated with a 50 ms 400 Hz beep sig-
nal. Following the beep, a fixation point appeared at the
center of the video monitor. One second after the onset
of the fixation point, a stimulus was presented above the
fixation point. The fixation point and the stimulus were
presented in white on a black background. Participants
were seated in front of the video monitor at a distance
of about 50 cm and responded to the stimulus by press-
ing one of two keys on the response box. The partici-
pant’s response terminated the presentation of the
stimulus and the fixation point. The response latency
from the onset of the stimulus to the participant’s key
press and whether the response was correct were auto-
matically recorded by the computer on each trial. The
intertrial interval was two seconds.

Results

Lexical decision latencies were classified as outliers if
they were out of the range of 2.5 standard deviations
(SD) from the cell mean in each condition. Seventy-six
data points (2.44%) were classified as outliers and were
excluded from the statistical analyses. In addition, there
were 87 error responses (2.79%). These trials were
excluded from the latency analysis. Mean lexical deci-
sion latencies for correct responses and mean error rates
were calculated across both subjects and items. The
mean lexical decision latencies and error rates from the
subjects’ analysis are presented in Table 2.

In the analyses of lexical decision latencies, the main
effect of Word Type was significant both in the subjects’
analysis, Fs (2, 50) = 13.61, MSE = 308.70, p < .001, and
in the items’ analysis, Fi(2, 57) = 3.24, MSE = 1169.88,
p < .05 (minF 0 (2, 84) = 2.62, p < .10; Clark, 1973).

Planned comparisons further revealed that lexical
decision latencies were faster for the two types of ambig-
uous words than for unambiguous words. That is, the
ambiguity advantage for ambiguous words with more
related meanings was significant in both analyses,
Table 2
Mean response latencies in millisecond and error rate in percent for e

Word type RT ER

Ambig./More Rel. 538 (12.55) 2.56 (0.72)
Ambig./Less Rel. 546 (12.10) 1.96 (0.57)
Unambig. 563 (12.51) 4.30 (0.96)
Nonword 614 (17.05) 3.36 (0.52)

Note. RT and ER stand for mean reaction time and error rate, respecti

* denotes a significant effect, p < .05, in the subjects’ analysis.
ts(25) = 5.11, p < .001; ti(38) = 2.25, p < .05. The ambi-
guity advantage for ambiguous words with less related
meanings was significant in the subjects’ analysis,
ts(25) = 3.89, p < .001, although not in the items’ analy-
sis, ti (38) = 1.52. Lexical decision latencies were compa-
rable for the two types of ambiguous words,
ts (25) = 1.39; ti (38) = 1.09.

In the analyses of error rates, the main effect of Word
Type was significant in the subjects’ analysis, Fs (2,
50) = 3.18, MSE = 12.05, p < .05, although not in the
items’ analysis, Fi (2, 57) = 1.34, MSE = 21.11 (minF 0 (2,
103) = .94, ns; Clark, 1973) . The only significant differ-
ence detected in the planned comparisons for error rates
was the ambiguity advantage for ambiguous words with
less related meanings (relative to unambiguous words) in
the subjects’ analysis, ts (25) = 2.28, p < .05, although
this effect was not significant in the items’ analysis,
ti (38) = 1.40.

Discussion

The results of Experiment 1 are quite clear. Equiva-
lent ambiguity advantages were observed for both
ambiguous words with less related meanings and for
ambiguous words with more related meanings. The exis-
tence of an ambiguity advantage shows that our selected
Katakana words produce the same effects typically
observed for English words in a lexical decision task.

Azuma and Van Orden (1997) and Rodd et al. (2002)
have suggested that lexical decision performance is
affected by the relatedness of the meanings of ambiguous
words when semantics are activated and used in making
the decision (which, according to those authors, occurs
when the nonwords are pseudohomophones). Although
the lack of a relatedness advantage in Experiment 1 pro-
vides no support for that suggestion, we should note
again that our nonword stimuli were not pseudohomo-
phones because pseudohomophones don’t exist when
stimuli are written in Japanese Kana scripts. Hence,
our lexical decision task may not have been optimal
for producing relatedness effects. In all of the following
experiments, we used semantic categorization tasks,
tasks that clearly do require activation of semantic infor-
mation, in our examination of NOM and ROM effects.
ach stimulus groups in Experiment 1(lexical decision task)

Ambiguity effect Relatedness effect

RT ER RT ER

+25* +1.74 +8 �0.60
+17* +2.34*

vely. Standard error of the mean is in parenthesis (). The asterisk
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These tasks will allow us to more directly address the
issue of whether the speed of semantic coding is modu-
lated by the nature of the orthographic-to-semantic
mappings, including the role that relatedness of mean-
ings may play in that process.

The ambiguity advantage observed in this lexical
decision experiment can be explained as being due to
semantic feedback. The null relatedness effect, consid-
ered in the context of the feedback account, suggests
that the two sets of ambiguous words provide equivalent
feedback activation to their respective orthographic
units. That is, although the semantic organization of
these two word types might be somewhat different
(e.g., it may be more tightly organized for the words
with more related meanings), the semantic richness
(e.g., the number of activated semantic units) of and,
hence, the amount of feedback from the semantic repre-
sentations of the two word types appear to have been
essentially equivalent.

An additional point to note is that if one assumes that
the amount of semantic feedback is modulated by the
amount of competition at the semantic level (e.g., Locker
et al., 2003), the null relatedness effect would suggest that
the amount of competition was equivalent for the two
types of ambiguous words. As such, these results would
imply that initial semantic activation is not affected by
the relatedness of meanings for ambiguous words. We will
return to this issue in the General discussion.
Experiments 2 and 3

Experiment 2 was an attempt to replicate Hino
et al.’s (2002) results using the identical semantic catego-
rization task that they used (i.e., is it a living thing?).
Experiment 3 was a conceptual replication of Forster’s
(1999) experiment. Because there are many Katakana
names of Vegetables in Japanese, we used the Vegetable
category instead of the Animal category. Most impor-
tantly, although we changed the category, we used the
same experimental Katakana words (in the ‘‘No’’ trials)
in both experiments to examine whether semantic cate-
gorization performance is affected by the type of seman-
tic category chosen for the task (in particular, whether
there is a processing time disadvantage for ambiguous
words).

Method

Participants

Eighty-seven undergraduate students from Chukyo
University participated in these experiments for course
credit. All were native Japanese speakers who had nor-
mal or corrected-to-normal vision. Forty-seven students
participated in Experiment 2 and 40 participated in
Experiment 3. None had participated in Experiment 1.
Stimuli

In both experiments, the stimuli for the negative tri-
als were the same 60 Katakana words with Nonliving
Thing meanings used in Experiment 1. To create a stim-
ulus set for the positive trials in Experiment 2, 60 (of the
original 90) Katakana words with Living Thing mean-
ings were further selected and added to the stimulus
set to create the positive trials. The mean word length
and syllabic length of these fillers were 3.47 and 3.40,
respectively. The ‘‘Living Thing’’ ratings for these fillers
(i.e., how typical they are as exemplars of the ‘‘Living
Thing’’ category) were all more than 4.00 with a mean
of 5.87.

To further evaluate the typicality of the experimental
Katakana words as exemplars of the Vegetable category,
the 120 ambiguous words with Nonliving Thing mean-
ings and 120 unambiguous words with Nonliving Thing
meanings used in the previous typicality ratings (to cre-
ate the Nonliving Thing stimulus set for Experiments 1
and 2) were mixed with 90 Katakana names of Vegeta-
bles and randomly listed in a questionnaire. In the ques-
tionnaire, each word was accompanied by a seven-point
scale ranging from Unlikely to be a Vegetable (1) to
Likely to be a Vegetable (7). Forty-two additional stu-
dents from Chukyo University were asked to rate the
typicality as an exemplar of the Vegetable category by
circling the appropriate number on the scale. The mean
‘‘Vegetable’’ ratings were 1.72 for the 20 ambiguous
words with more related meanings, 1.81 for the 20
ambiguous words with less related meanings, and 1.70
for the 20 unambiguous words. These ratings were com-
parable across the three word groups, F (2, 57) = .77,
MSE = .09.

In addition to the 60 experimental Katakana words,
60 filler Katakana Vegetable names were selected (from
the original 90) and added to the stimulus set to create
positive trials in Experiment 3. The mean word length
and syllabic length of these fillers were 3.45 and 3.40,
respectively. The mean ‘‘Vegetable’’ rating for these fill-
ers was 5.84.

Procedure

In Experiment 2, participants were asked to decide
whether or not a word appearing on a video monitor
(PC-TV455, NEC Corporation) is a name of a Living
Thing by pressing either a ‘‘Yes’’ or a ‘‘No’’ key. In
Experiment 3, participants were asked to decide whether
or not a word appearing on the video monitor is a name
of a Vegetable by pressing either a ‘‘Yes’’ or a ‘‘No’’ key.
In both experiments, two keys flanking the space key
(XFER and NFER keys on a NEC Japanese keyboard)
were used as the ‘‘Yes’’ and ‘‘No’’ keys, respectively. The
‘‘Yes’’ response was made using the participant’s domi-
nant hand. The response latency from the onset of the
stimulus to the participant’s key press and whether the
response was correct were automatically recorded by a
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computer (PC-9801FA, NEC Corporation) on each tri-
al. Sixteen practice trials were given prior to the 90
experimental trials in both experiments. The practice tri-
als consisted of 8 positive and 8 negative trials. None of
the items in the practice trials were used in the experi-
mental trials. In all other respects, the procedure was
identical to that in Experiment 1.

Results

Participants’ data were discarded if they had more
than 15% error rates. Three participants’ data were dis-
carded in Experiment 2. As a result, 44 participants’
data were submitted to the statistical analyses in Exper-
iment 2. As in Experiment 1, response latencies were
classified as outliers if they were out of the 2.5 SD range
from the cell mean in each condition. The outliers were
excluded from the statistical analyses.

Experiment 2 (Living Thing category)

There were 321 error responses (6.08%). These trials
were excluded from the latency analysis. For correct
responses, there were 125 outliers (2.37%). They were
also excluded from the statistical analyses. Mean
response latencies for correct responses and mean error
rates were calculated across both subjects and items. The
mean response latencies and error rates from the sub-
jects’ analysis are presented in Table 3.

In the analyses of response latencies, the main effect
of Word Type was significant in both the subjects’ and
the items’ analyses, Fs (2, 86) = 16.48, MSE = 1042.07,
p < .001; Fi (2, 57) = 3.72, MSE = 2980.04, p < .05
(minF 0 (2, 96) = 3.03, p < .10; Clark, 1973). Planned
comparisons revealed that response latencies were slow-
er for ambiguous words with less related meanings than
Table 3
Mean response latencies in millisecond and error rate in percent for eac
with Living Thing category) and 3 (semantic categorization task with

Word type RT ER

Experiment 2 (with Living Thing Category)

Ambig./More Rel. 732 (12.99) 2.77 (0.62)
Ambig./Less Rel. 768 (15.03) 10.02 (0.90)
Unambig. 735 (12.24) 2.76 (0.70)
Filler 665 (10.04) 7.24 (0.79)

Experiment 3 (with Vegetable Category)

Ambig./More Rel. 564 (7.07) 3.20 (0.71)
Ambig./Less Rel. 564 (8.44) 3.17 (0.83)
Unambig. 566 (6.27) 1.92 (0.54)
Filler 583 (11.48) 7.75 (0.69)

Note. RT and ER stand for mean reaction time and error rate, respecti

* denotes a significant effect, p < .05, in the subjects’ analysis.
any other word types: the ambiguity disadvantage was
significant for ambiguous words with less related mean-
ings, ts (43) = 4.98, p < .001; ti (38) = 2.18, p < .05. In
contrast, response latencies were comparable for the
ambiguous words with more related meanings and the
unambiguous words, ts (43) = 0.55; ti (38) = 0.13. For
the two types of ambiguous words, the relatedness
advantage was also significant, ts (43) = 4.58, p < .001;
ti (38) = 2.40, p < .025.

Similarly, in the analyses of error rates, the main
effect of Word Type was significant in the subjects’
and the items’ analyses, Fs (2, 86) = 37.88,
MSE = 20.34, p < .001; Fi (2, 57) = 5.38, MSE = 68.95,
p < .01 (minF 0 (2, 90) = 4.71, p < .025; Clark, 1973).
Planned comparisons revealed that more errors were
observed for ambiguous words with less related mean-
ings than any other word types: the ambiguity disadvan-
tage was significant for ambiguous words with less
related meanings, ts (43) = 7.63, p < .001; ti (38) = 2.38,
p < .025. In contrast, error rates were comparable for
the ambiguous words with more related meanings and
the unambiguous words, ts (43) = 0.01; ti (38) = 0.01.
For the two types of ambiguous words, the relatedness
advantage was also significant, ts (43) = 6.74, p < .001;
ti(38) = 2.36, p < .025.

Experiment 3 (Vegetable category)

There were 246 error responses (5.13%). These trials
were excluded from the latency analysis. For correct
responses, there were 135 outliers (2.81%), which were
also excluded from the statistical analyses. Mean response
latencies for correct responses and mean error rates were
calculated across both subjects and items. The mean
response latencies and error rates from the subjects’ anal-
ysis in this experiment are also presented in Table 3.
h stimulus group in Experiments 2 (semantic categorization task
Vegetable category)

Ambiguity effect Relatedness effect

RT ER RT ER

+3 �0.01 +36* +7.25*

�33* �7.26*

+2 �1.28 0 �0.03
+2 �1.25

vely. Standard error of the mean is in parenthesis (). The asterisk
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The main effect of Word Type was not significant in the
analyses of response latencies, Fs (2, 78) = 0.16, MSE =
437.59; Fi (2, 57) = 0.01, MSE = 1214.28; (minF 0 (2,
96) = .01, ns; Clark, 1973). The main effect of Word Type
was also nonsignificant in the analyses of error rates, Fs (2,
78) = 1.58, MSE = 13.57; Fi (2, 57) = 0.42, MSE = 33.26
(minF 0 (2, 101) = .33, ns; Clark, 1973).

Combined analyses for the experimental items in

Experiments 2 and 3

To examine the differences between the two experi-
ments, we further conducted combined 3 (Word
Type) · 2 (Experiment) ANOVAs on response latencies
and error rates for the experimental items.

In the analyses of response latencies, the main effect
of Experiment was significant in the subjects’ and the
items’ analyses, Fs (1, 82) = 144.73, MSE = 7652.92,
p < .001; Fi(1, 57) = 655.73, MSE = 1501.03, p < .001
(minF 0 (1, 111) = 118.56, p < .01; Clark, 1973), reflecting
the fact that response latencies were faster in Experiment
3 than in Experiment 2. The main effect of Word Type
was significant in the subjects’ analysis, Fs (2,
164) = 10.35, MSE = 754.57, p < .001, although not in
the items’ analysis, Fi (2, 57) = 1.94, MSE = 2693.29
(minF 0 (2, 91) = 1.63, p > .10; Clark, 1973). The interac-
tion between Word Type and Experiment was significant
in the subjects’ and the items’ analyses, Fs (2,
164) = 11.42, MSE = 754.57, p < .001; Fi (2, 57) = 3.91,
MSE = 1501.03, p < .05 (minF 0 (2, 118) = 2.91, p < .10;
Clark, 1973). This interaction reflects the fact that the
ambiguity disadvantage was observed for the ambiguous
words with less related meanings in Experiment 2 but
not in Experiment 3.

In the analyses of error rates, the main effect of Exper-
iment, Fs(1, 82) = 11.18, MSE = 32.91, p < .001; Fi(1,
57) = 4.99, MSE = 33.61, p < .05 (minF 0 (1, 134) = 3.45,
p < .10; Clark, 1973), the main effect of Word Type,
Fs(2, 164) = 25.70, MSE = 17.12, p < .001; Fi (2,
57) = 3.21, MSE = 68.60, p < .05 (minF 0 (2, 87) = 2.85,
p < .10; Clark, 1973) and the interaction between Experi-
ment and Word Type were significant in both analyses,
Fs (2, 164) = 18.48, MSE = 17.12, p < .001; Fi (2, 57) =
4.90, MSE = 33.61, p < .025 (minF 0 (2, 119) = 3.87,
p < .025; Clark, 1973). The results of the error analysis
essentially parallel the results from the latency analysis.

Discussion

When participants were asked to decide whether a
word falls into the Living Thing category in Experiment
2, the results were noticeably different from the lexical
decision results in Experiment 1. In particular, consis-
tent with Hino et al. (2002), ambiguity created a disad-
vantage rather than an advantage in Experiment 2. In
addition, this disadvantage only existed for the ambigu-
ous words with less related meanings. Ambiguous words
with more related meanings produced no ambiguity dis-
advantage and, hence, a relatedness advantage was
observed for the ambiguous words. These results clearly
support the idea that not only are the processes involved
in making a semantic decision quite different from those
involved in making a lexical decision but the role of
semantics is as well. This conclusion is, of course, quite
consistent with Hino et al.’s (2002) feedback account in
which the impact of semantics in lexical decision is due
to the feedback-activation process and not the seman-
tic-coding process.

When participants were asked to decide whether a
word names a Vegetable in Experiment 3, on the other
hand, response latencies and accuracy were quite com-
parable across the three word groups. Thus, consistent
with Forster’s (1999) results, it appears that when a nar-
row semantic category is used, there is no processing
time disadvantage for ambiguous words (with either
related or unrelated meanings). These results appear to
indicate that the nature of the ambiguity effect is modu-
lated by the type of semantic category used in a semantic
categorization task.

Before proceeding, however, it is necessary to consid-
er the viability of two potential artifactual explanations
of the results of Experiment 2. First, when we were
selecting our stimuli for Experiments 1 and 2, we
attempted to select ambiguous words for which all their
meanings fall outside the Living Thing category. That is,
in addition to the typicality ratings, we collected mean-
ing-type ratings to examine whether these ambiguous
words involve Living Thing meanings. It is not impossi-
ble, however, that our stimulus set involves some ambig-
uous words for which some aspect of their subordinate
meanings might have a Living Thing connotation. If
so, activating these meanings could produce a response
bias toward an incorrect ‘‘Yes’’ response in Experiment
2 and, hence, semantic categorization responses would
be delayed for those words. In particular, if the ambigu-
ous words with less related meanings involved some of
these problematic items, the processing time disadvan-
tage for this word type would be explained by the
response bias created by these subordinate meanings in
the decision-making process.

To address this issue, we asked another group of 30
students from Waseda University to rate the typicality
as an exemplar of the Living Thing category for all the
meanings of the items used in Experiment 2. In a ques-
tionnaire, all the words used in Experiment 2 were
paired with their dictionary definitions and listed in a
random order. The definitions of ambiguous words were
those given by more than 5 participants (10%) when 50
participants were asked to write down all the meanings
of those ambiguous words in the previous norming
study. Thus, although unambiguous words and fillers
were presented only once in the questionnaire,
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ambiguous words were presented more than once (i.e.,
once for each of the definitions). Each word and its def-
inition were accompanied by a 7-point scale from 1
(Nonliving) to 7 (Living). The participants were asked
to rate the typicality of these word meanings by circling
the appropriate number on the scale.

The mean typicality ratings for the dominant mean-
ings were quite comparable for the two types of ambig-
uous words: 2.10 for the ambiguous words with more
related meanings and 2.17 for the ambiguous words with
less related meanings, t (38) = .30. More importantly,
the mean ratings for the subordinate meanings were also
quite comparable for the two types of ambiguous words.
In particular, when we calculated mean ratings for the
subordinate meanings for each ambiguous word, the
average ratings were 2.24 for the ambiguous words with
more related meanings (ranging from 1.60 to 3.20) and
2.19 for the ambiguous words with less related meanings
(ranging from 1.42 to 3.29), t (38) = .37. As such, these
ratings indicate that the processing time disadvantage
for the ambiguous words with less related meanings in
Experiment 2 cannot be accounted for in terms of a
response bias created by subordinate meanings.4

Second, Forster and Hector (2002), Hino, Lupker,
and Pexman (2005), Pecher, Zeelenberg, and Wagen-
makers (2005), and Rodd (2004) recently reported that
semantic categorization performance was affected by
meanings possessed by orthographic neighbors of the
target stimuli. Thus, it may be possible that the process-
ing time disadvantage observed for the ambiguous
words with less related meanings in Experiment 2 was
due to the existence of orthographic neighbors with Liv-
ing Thing meanings.

To address this possibility, we further asked another
group of 30 students from Waseda University to rate the
typicality as an exemplar of a Living Thing category of
all the orthographic neighbors of the experimental
words used in Experiment 2. In this questionnaire, all
the experimental words and their orthographic neigh-
bors were listed in a random order. Each word was,
then, accompanied by a 7-point scale from 1 (Nonliving)
to 7 (Living). The participants were asked to rate the
typicality of these words by circling the appropriate
number on the scale.

Based on these ratings, we classified an orthographic
neighbor as Living if its mean rating was more than 4.0.
According to this classification scheme, 10 ambiguous
words with less related meanings had orthographic
neighbors with Living Thing meanings, 7 ambiguous
4 The mean typicality rating for the meanings of the unam-
biguous words was 2.14, which was quite comparable with the
ratings for the dominant and subordinate meanings of the two
types of ambiguous words. The mean rating for the meanings of
the 60 fillers (i.e., the words requiring a ‘‘Yes’’ response) was
6.07.
words with more related meanings had neighbors with
Living Thing meanings and 5 unambiguous words had
neighbors with Living Thing meanings. To further esti-
mate the impact of these neighbors on target processing,
we calculated the summed frequencies of the Living and
Nonliving Thing neighbors for each item because Hino
et al. (2005) reported that the performance in a semantic
categorization task with the Living Thing category was
strongly correlated with these values (see also Pecher
et al., 2005). The summed frequencies of the Living
and Nonliving Thing neighbors were 2.25 and 52.80
for the ambiguous words with less related meanings,
3.95 and 56.95 for the ambiguous words with more relat-
ed meanings, and 6.65 and 33.6 for the unambiguous
words. Both the summed frequencies of the Living
Thing neighbors, F (2, 57) = .38, MSE = 259.71, and
the summed frequencies of the Nonliving Thing neigh-
bors, F (2, 57) = .64, MSE = 4870.65, were comparable
across the three word groups. Based on these results, it
seems unlikely that the ambiguity disadvantage only
for the ambiguous words with less related meanings in
Experiment 2 could be accounted for in terms of the
meanings of the orthographic neighbors.

The significant interaction between Word Type and
Experiment in the combined analysis of response laten-
cies in Experiments 2 and 3 clearly indicates that the nat-
ure of the ambiguity effect (especially for ambiguous
words with less related meanings) is modulated by the
type of semantic category used in a semantic categoriza-
tion task. One possible explanation for this interaction
would be to suggest that normal semantic coding was
involved in Experiment 2 but not in Experiment 3.

Some researchers have suggested that, in semantic
categorization tasks, different decision strategies are
implemented depending on the size of the category used
(e.g., Forster, 2004; Landauer & Freedman, 1968). In
particular, when a small category is used, participants
may first attempt to generate all the exemplars of that
category. The generated candidates would, then, be
compared to the target and participants would respond
‘‘Yes’’ if a match was found. A ‘‘No’’ response would be
made if no match was found. As such, normal lexical/se-
mantic processing would not necessarily be required for
targets in tasks with small categories, thus, explaining
why no word frequency effect is often observed. When
a large category is used, on the other hand, it would
not be possible to generate all the exemplars in that cat-
egory. In such a circumstance, participants would have
to engage in normal lexical/semantic processing for tar-
gets and the decisions would be made after retrieving the
meaning of the target. A significant word frequency
effect does tend to be observed with large categories.

The results of Experiments 2 and 3 could be
explained in terms of this type of idea. In particular,
the candidate search strategy may have been used in
Experiment 3 (with the small Vegetable category) but
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not in Experiment 2 (with the large Living Thing catego-
ry) due to the sizes of the categories. As a result, the
ambiguity disadvantage would have only been observed
in Experiment 2 in which normal lexical/semantic pro-
cessing was required for the target stimuli. If so, one
could explain the Word Type by Experiment interaction
in the combined analysis of response latencies in Exper-
iments 2 and 3 while maintaining the assumption that
the processing time disadvantage for the ambiguous
words with less related meanings was due to semantic
coding.

To further examine this candidate search strategy
account, therefore, we conducted an additional semantic
categorization task in Experiment 4. Using the same set
of experimental items as in Experiments 2 and 3 (in the
‘‘No’’ trials), participants were asked to decide whether
a given word is the name of either a Vegetable or an Ani-
mal. By combining these two categories, the number of
concepts requiring a positive response becomes consid-
erably larger than that in Experiment 3. Thus, a candi-
date search strategy would be substantially more
difficult to employ, making it more likely that normal
lexical/semantic processing would be required before
making decisions. If so, as in Experiment 2, the ambigu-
ity disadvantage should emerge for the ambiguous
words with less related meanings.
Experiment 4

Method

Participants

Twenty undergraduate students from Waseda Uni-
versity participated in this experiment for course credit.
All were native Japanese speakers who had normal or
corrected-to-normal vision. None had participated in
any of the previous experiments.

Stimuli

Stimuli were the same 60 Katakana words with Non-
living Thing meanings used in the previous experiments.
To evaluate the typicality of these words as exemplars of
the Animal category, the 120 ambiguous words with
Nonliving Thing meanings and 120 unambiguous words
with Nonliving Thing meanings used in the previous
typicality ratings were once again used. These 240 words
were mixed with 90 Katakana names of Animals and
randomly listed in a questionnaire. In the questionnaire,
each word was accompanied by a seven-point scale rang-
ing from Unlikely to be an Animal (1) to Likely to be an

Animal (7). An additional 42 students from Chukyo
University were asked to rate the typicality as an exem-
plar of the Animal category by circling the appropriate
number on the scale. No difference was detected for
the ‘‘Animal’’ ratings across the three word groups,
F (2, 57) = 2.16, MSE = 0.05. The mean ‘‘Animal’’ rat-
ings were 1.84 for the ambiguous words with more relat-
ed meanings, 1.95 for the ambiguous words with less
related meanings, and 1.81 for the unambiguous words.
Note also that the ‘‘Vegetable’’ ratings (collected in
Experiment 3) were also comparable across the three
word groups because these words were the same as those
used in Experiment 3.

In addition to these 60 experimental words, 60 filler
Katakana words were further selected. That is, 30 Kata-
kana Animal names and 30 Katakana Vegetable names
were selected and added to the stimulus set to create
‘‘Yes (either Animal or Vegetable)’’ trials in addition
to the 60 experimental words (for ‘‘No (neither Animal
nor Vegetable)’’ trials). The mean ‘‘Animal’’ rating for
the 30 Animal names was 6.67 and the mean ‘‘Vegeta-
ble’’ rating for the 30 Vegetable names was 6.20. The
mean word length and syllabic length of these 60 fillers
were 3.45 and 3.40, respectively.

Procedure

Participants were asked to decide whether or not a
word appearing on the video monitor is either a name
of a Vegetable or a name of an Animal and to press
either a ‘‘Yes (either Animal or Vegetable)’’ or a ‘‘No
(neither Animal nor Vegetable)’’ key on a response
box connected to the computer. The equipment used
in this experiment was the same as in Experiment 1.
Eighteen practice trials were presented prior to the 120
experimental trials. The practice items consisted of 5
Katakana names of Animals, 4 Katakana names of Veg-
etables, and 9 Katakana words with neither Animal nor
Vegetable meanings. None of these items were used in
the experimental trials. In all other respects, the proce-
dure was identical to that in Experiments 2 and 3.

Results

As before, response latencies were classified as outliers
if they were out of the 2.5 SD range from the cell mean in
each condition. Seventy-six data points (3.17%) were clas-
sified as outliers and excluded from the statistical analy-
ses. In addition, there were 57 error responses (2.38%).
These trials were excluded from the latency analysis.
Mean response latencies for correct responses and mean
error rates were calculated across both subjects and items.
The mean response latencies and error rates from the sub-
jects’ analysis are presented in Table 4.

In the analyses of response latencies, the main effect
of Word Type was not significant in either analysis,
Fs (2, 38) = 0.36, MSE = 680.69; Fi (2, 57) = 0.44,
MSE = 1369.31 (minF 0(2, 93) = .20, ns; Clark, 1973).
Similarly, the main effect of Word Type was not signif-
icant in the analyses of error rates, Fs (2, 38) = 1.56,
MSE = 7.09; Fi (2, 57) = 0.58, MSE = 26.16 (minF 0 (2,
83) = .42, ns; Clark, 1973).



Table 4
Mean response latencies in millisecond and percentage errors for each stimulus group in Experiment 4 (semantic categorization task
with Animal and Vegetable categories)

Word type RT ER Ambiguity effect Relatedness effect

RT ER RT ER

Ambig./More Rel. 559 (14.27) 1.76 (0.84) 0 +0.03 +6 +1.31
Ambig./Less Rel. 565 (16.68) 3.07 (0.78) �6 �1.28
Unambig. 559 (13.39) 1.79 (0.56)
Filler 542 (15.50) 3.84 (0.64)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard error of the mean is in parenthesis ().
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Discussion

The size of the target category in Experiment 4 was
larger than that in Experiment 3 because both Animal
and Vegetable exemplars required a positive response.
Therefore, according to the candidate search strategy
account, it is more likely that participants would rely
on normal lexical/semantic processing for the target
words before making decisions in this experiment.
Nonetheless, as in Experiment 3, but in contrast to
Experiment 2, we failed to observe an ambiguity disad-
vantage. These results suggest that an account based
on the use of the candidate search strategy is probably
not a viable account of the results in either Experiment
3 or Experiment 4.

To further evaluate this conclusion, we conducted a
multiple regression analysis based on the item means
of response latencies for the experimental items (in the
negative trials) from Experiment 4. Word length, word
frequency, number-of-meanings ratings, typicality rat-
ings for the Animal category, and typicality ratings for
the Vegetable category were simultaneously entered as
predictor variables. This analysis revealed that word fre-
quency, beta = �.28, t (54) = �2.47, p < .025 and Vege-
table typicality ratings, beta = .46, t (54) = 3.60,
p < .01, explained significant proportions of the variance
in response latencies in the negative trials. The signifi-
cant frequency effect in this analysis reinforces the con-
clusion that responding was being based on normal
lexical/semantic processing of the target words in Exper-
iment 4.

These same types of analyses provide evidence that
the candidate search strategy also was not being
employed in Experiments 2 and 3. If participants
employed this strategy, response latencies for the
‘‘Yes’’ decisions could be modulated by typicality rat-
ings if typical candidates are more likely to be higher
in the search set than atypical candidates. In contrast,
the response latencies for the ‘‘No’’ decisions would be
solely determined by the category size and, hence,
response latencies should be independent of the typical-
ity ratings of the non-exemplar targets. In these analy-
ses, response latencies in the positive and negative
trials were separately entered into the multiple regres-
sion analyses. Word length, word frequency and typical-
ity ratings (the Living Thing ratings in Experiment 2 and
the Vegetable ratings in Experiment 3) were simulta-
neously entered as predictor variables.

The regression analyses for the response latencies
from Experiment 2 revealed that only the Living Thing
typicality ratings explain a significant amount of vari-
ance in the response latencies on both the positive trials,
beta = �.31, t (56) = �2.38, p < .025, and the negative
trials, beta = .38, t (56) = 3.15, p < .01. In the analysis
of response latencies on the positive trials of Experiment
3, word frequency, beta = �.24, t (56) = �2.37, p < .025,
and the Vegetable typicality ratings, beta = �.59,
t (56) = �5.82, p < .001, explained significant amounts
of variance. In the negative trials of Experiment 3, the
Vegetable ratings were the only significant predictor var-
iable, beta = .39, t (56) = 3.10, p < .01. In essence, typi-
cality effects were detected on both the positive and
negative trials in both experiments.

Based on these results, it is hard to conclude that par-
ticipants were using a candidate search strategy in either
Experiment 2 or Experiment 3. Thus, it seems unlikely
that the lack of an ambiguity disadvantage in Experi-
ments 3 and 4 was due to the use of a candidate search
strategy in those experiments. Rather, the significant
typicality and frequency effects in the regression analyses
appear to suggest that normal lexical/semantic process-
ing was involved and, hence, the meanings were
retrieved and evaluated for the target words in both
the positive and negative trials in all our semantic cate-
gorization experiments.

Assuming that normal lexical/semantic processing is
driving responses in all three experiments, the question
is: how would it be possible to account for the ambiguity
disadvantage observed only in Experiment 2? The most
obvious answer, of course, is that the different results in
Experiment 2 are likely due to the different decision
operations which are presumably required when a
broad, ill-defined semantic category is used.

The distinction between the decision-making process-
es in Experiment 2 versus Experiments 3 and 4 becomes
a bit clearer when a couple of additional facts are con-
sidered. First, when no ambiguity disadvantage was
observed for ambiguous words with less related
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meanings (in Experiments 3 and 4), the overall response
latencies were noticeably shorter than when the ambigu-
ity disadvantage emerged (in Experiment 2). Second, the
typicality ratings for the (identical) experimental items in
the ‘‘No’’ trials were somewhat higher for the Living
Thing category (2.17 on average) than for the Vegetable
(1.74 on average) or Animal (1.87 on average) catego-
ries. Thus, it’s clearly the case that the Living Thing
decisions in Experiment 2 were harder to make than
the Vegetable decisions in Experiment 3 and the ‘‘either
Animal or Vegetable’’ decisions in Experiment 4.

What these results suggest is that the decision-mak-
ing process must have been much more complicated in
Experiment 2 than in Experiments 3 and 4, a conclusion
consistent with a logical analysis of the differences
between experiments as well. Because both Vegetable
and Animal categories are narrow categories with rela-
tively clear boundaries, it would be possible that both
Vegetable and Animal decisions could be made by
checking only a small set of core semantic features
against the semantic information activated by the target
word. As a result, this operation would be done reason-
ably quickly regardless of the number of meanings a
word has. On the other hand, because the Living Thing
category is a fairly broad category, it is unlikely that
checking a small set of semantic features would have
led to accurate decision making. Instead, it appears that
more analytic semantic processing was involved. In par-
ticular, participants may need to evaluate all the activat-
ed features of the target word for the likelihood that
they would be features of a Living Thing. In the Nonliv-
ing Thing trials, ambiguous words, particularly, those
with less related meanings, would have more unique fea-
tures to evaluate and, as the relatively higher ratings
indicate, some of those features are at least somewhat
consistent with those of Living Things. A reasonable
hypothesis, therefore, is that an ambiguity disadvantage
will only be observed when the semantic categorization
decision involves this type of analytic processing.

To address this proposal, in Experiment 5, we con-
ducted a semantic categorization task with a somewhat
different category. The category we selected was the
Human category (i.e., is the word the name of a Human
position, occupation or group?). The Human category
was chosen because there appears to be no well-defined
set of features that specifies the category (in contrast to
the Animal and Vegetable categories) and, as will be
described later, because the typicality ratings for the
words used for the ‘‘No’’ trials in the previous experi-
ments were relatively higher (2.44 on average) for the
Human category than for the Animal (1.87 on average)
or Vegetable categories (1.74 on average). That is,
although the experimental words are clearly not exem-
plars of the Human category, there are some features
of these words that are not inconsistent with the concept
of Human. Semantic categorization decisions, therefore,
should be more difficult and require more analytic pro-
cessing in the Human decision task in Experiment 5 than
in either Experiment 3 or 4. Thus, if our analysis of the
necessary circumstances for producing an ambiguity dis-
advantage for words with less related meanings is cor-
rect, this effect should re-emerge in the Human
decision task.
Experiment 5

Method

Participants

Fifty-one undergraduate students from Chukyo Uni-
versity participated in this experiment for course credit.
All were native Japanese speakers who had normal or
corrected-to-normal vision. None had participated in
any of the previous experiments.

Stimuli

Once again, stimuli were the same 60 Katakana
words with Nonliving Thing meanings used in the previ-
ous experiments. To evaluate the typicality of these
words as exemplars of the Human category, typicality
ratings for the Human category were collected for these
words. As in the previous typicality ratings, the same
120 ambiguous words and 120 unambiguous words were
mixed with 90 Katakana names of Human positions,
occupations and groups (e.g., WAITER, SINGER,
BABY) and listed in a questionnaire. In the question-
naire, these 330 Katakana words were randomly ordered
and each word was accompanied by a seven-point scale
ranging from Unlikely to be Human (1) to Likely to be

Human (7). Forty students from Chukyo University
were asked to rate the typicality of each word as an
exemplar of Human category by circling the appropriate
number on the scale. The typicality ratings for the
Human category was comparable for the three word
groups, F (2, 57) = 0.66, MSE = 0.18. The mean ‘‘Hu-
man’’ ratings were 2.37 for the ambiguous words with
more related meanings, 2.42 for the ambiguous words
with less related meanings, and 2.52 for the unambigu-
ous words.

Note also that the mean typicality rating for the
Human category (2.44) was significantly higher than
that for the Vegetable category (1.74), t (59) = 9.22,
p < .001, as well as being higher than that for the Living
Thing category (2.17), t (59) = 4.82, p < .001. (The typi-
cality ratings for the Living Thing category was also
higher than that for the Vegetable category,
t (59) = 6.67, p < .001.) As such, these ratings suggest
that these items involve more features that are not
inconsistent with the Human category relative to the
Vegetable category and, hence, more analytic processing
would be required in making negative decisions for these



5 One may argue that the responses should be slower in
Experiment 4 than in Experiment 3 if more features would have
to be checked when two categories were used in the semantic
categorization task. Nonetheless, the mean response latencies
were numerically shorter in Experiment 4 than in Experiment 3.
It is possible that at least some of the participants in
Experiment 4 employed a simplified decision strategy. That is,
after the experiment, some participants in Experiment 4
reported that they made decisions based mainly on whether it
is ‘‘bitable’’ (i.e., one can bite it away with his/her tooth if it is
either animal or vegetable). Such a simplified strategy may have
produced the faster responses even when two categories were
combined in Experiment 4.
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items in a Human decision task than in a Vegetable deci-
sion task.

In addition to these 60 items for the experimental
‘‘No’’ trials, 60 Katakana names of Human positions,
occupations, and groups were selected to create ‘‘Yes’’
trials. The typicality ratings of these fillers for the
Human category were all more than 4.10, with a mean
of 5.74. These fillers were all between 2 and 5 Katakana
characters in length. The mean character length and syl-
labic length of the 60 fillers were 3.50 and 3.42,
respectively.

Procedure

Participants were asked to decide whether or not a
presented word was a name of a Human position, occu-
pation, or group by pressing one of two keys on the key-
board. The equipment used in this experiment was the
same as in Experiments 2 and 3. Two keys flanking
the space key were assigned to the ‘‘Yes’’ and ‘‘No’’
responses. Eighteen practice trials were given prior to
the 120 experimental trials. None of the items in the
practice trials were used in the experimental trials. In
all other respects, the procedure was identical to that
in Experiments 2, 3, and 4.

Results

Participants’ data were discarded if they had more
than 15% errors. Thus, 5 participants’ data were discard-
ed and 46 participants’ data were submitted to the statis-
tical analyses.

As before, response latencies were classified as outli-
ers if they were out of the 2.5 SD range from the cell
mean in each condition. Thus, 157 outliers (2.84%) were
excluded from the statistical analyses. In addition, there
were 324 error responses (5.87%) in total. These trials
were excluded from the latency analysis. Mean response
latencies for correct responses and mean error rates were
calculated across both subjects and items. The mean
response latencies and error rates from the subjects’
analysis in this experiment are presented in Table 5.

In the analyses of response latencies, the main effect
of Word Type was significant in the subjects’ and the
items’ analyses, Fs (2, 90) = 29.68, MSE = 450.74,
p < .001; Fi (2, 57) = 3.17, MSE = 1864.05, p < .05
(minF 0 (2, 85) = 2.86, p < .10; Clark, 1973). Planned
comparisons revealed that response latencies were slow-
er for ambiguous words with less related meanings than
for any other word types: the ambiguity disadvantage
was significant for ambiguous words with less related
meanings in the subjects’ analysis, ts (45) = 6.61,
p < .001, and marginally significant in the items’ analy-
sis, ti (38) = 1.98, p < .06. The relatedness advantage
was also significant, ts (45) = 7.58, p < .001;
ti (38) = 2.23, p < .05. In contrast, response latencies
were comparable for the ambiguous words with more
related meanings and for the unambiguous words,
ts (45) = 1.28; ti (38) = 0.29.

In the analyses of error rates, the main effect of Word
Type was significant in both the subjects’ and the items’
analyses, Fs (2, 90) = 13.82, MSE = 14.32, p < .001;
Fi (2, 57) = 4.57, MSE = 19.90, p < .025 (minF 0 (2,
127) = 3.43, p < .05; Clark, 1973). Planned comparisons
revealed that more errors were observed for the two
types of ambiguous words: the ambiguity disadvantages
were significant for ambiguous words with less related
meanings, ts (45) = 3.62, p < .001; ti (38) = 2.88, p < .01,
and for ambiguous words with more related meanings,
ts (45) = 5.98, p < .001; ti (38) = 2.84, p < .01. Error rates
were comparable for the two types of ambiguous words,
ts (45) = 1.67; ti (38) = 0.96.

Discussion

Based on the typicality ratings for the items used in
the negative trials in the present experiment, the expecta-
tion was that making decisions, particularly, ‘‘No’’ deci-
sions, would be harder in the semantic categorization
task with the Human category than in the semantic cat-
egorization tasks with Animal and Vegetable categories.
As a result, the semantic categorization task with the
Human category would require more analytic processing
in making decisions. Consistent with this expectation,
the overall response latencies were somewhat longer in
Experiment 5 (648 ms) than those in Experiments 3
(569 ms on average) and 4 (556 ms on average),
although they were somewhat shorter than those in
Experiment 2 (725 ms on average). More importantly,
a significant processing time disadvantage for the ambig-
uous words with less related meanings was observed in
this experiment.5

Together with the results of Experiments 2, 3, and 4,
the present results strongly suggest that the processing
time disadvantage for ambiguous words with less related
meanings is produced only when the semantic categori-
zation decisions involve more complicated, analytic pro-
cessing. When the category used in the task is relatively
small (as in the Vegetable decision task), participants



Table 5
Mean response latencies in millisecond and percentage errors for each stimulus group in Experiment 5 (semantic categorization task
with Human category)

Word type RT ER Ambiguity effect Relatedness effect

RT ER RT ER

Ambig./More Rel. 636 (10.79) 4.56 (0.68) +7 �4.11* +32* �1.59
Ambig./Less Rel. 668 (11.63) 2.97 (0.68) �25* �2.52*
Unambig. 643 (10.29) 0.45 (0.22)
Filler 643 (12.80) 10.39 (0.69)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard error of the mean is in parenthesis (). The asterisk

* denotes a significant effect, p < .05, in the subjects’ analysis.
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appear to be able to focus their attention on a small set
of core semantic features and their decisions can be
made based on whether or not these features are activat-
ed. This type of decision can be made relatively quickly
and the decision times appear to be independent of the
number of activated features/meanings. When a broader
category is used (as in the Living Thing and Human
decision tasks), on the other hand, these categories
consist of more complicated combinations of smaller
sub-categories, such as combinations based on family
resemblances (e.g., Rosch & Mervis, 1975). Consequent-
ly, the decisions are more difficult because participants
cannot focus their attention on a small set of core
semantic features. Instead, participants have to examine
all the activated features/meanings to decide whether the
presented word falls into the category in question. In
such circumstances, the decision times are modulated
by the number of activated features/meanings potential-
ly putting ambiguous words at a disadvantage.

In addition, because there would, presumably, be a
larger degree of overlap in the semantic representations
for ambiguous words with related meanings than for
ambiguous words with unrelated meanings, there would
be more sets of features/meanings to analyze when
ambiguous words have unrelated meanings. For example,
when deciding whether PAPER is living, once the deci-
sion is made that ‘‘a writing material’’ is not living, there
would be no reason to also consider whether ‘‘a content
written on that material’’ is living. Thus, the processing
time disadvantage, in comparison to unambiguous
words, would be minimal for ambiguous words with more
related meanings. On the other hand, when deciding
whether BANK is living, even if the decision is made that
‘‘a financial institution’’ is not living, this decision would
be essentially irrelevant to deciding whether ‘‘the edge of a
river’’ is not living. As such, it would take longer to decide
whether all the meanings fall into the semantic category in
question when the ambiguous words have unrelated
meanings. That is, for words with unrelated meanings,
essentially all of the meanings would need to be individu-
ally analyzed. As a result, an ambiguity disadvantage
would be observed but only for the ambiguous words
with less related meanings.
The suggestion here, therefore, is that the processing
time disadvantage for ambiguous words with less related
meanings in semantic categorization tasks is not due to
the semantic-coding process, which would be common
to all the semantic categorization tasks regardless of
the category used, but instead is due entirely to the deci-
sion-making process, which would be specific to the nat-
ure of the category used. If this suggestion is correct,
then our results present a challenge to the view that
the ambiguity disadvantage (and the relatedness advan-
tage) in semantically-based tasks is due to the speed of
semantic coding being modulated by the nature of the
orthographic-to-semantic mappings (e.g., Azuma &
Van Orden, 1997; Borowsky & Masson, 1996; Gottlob
et al., 1999; Hino et al., 2002; Piercey & Joordens,
2000; Rodd et al., 2002, 2004). This issue will be consid-
ered further in the General discussion.
General discussion

As noted by a number of researchers (e.g., Borowsky
& Masson, 1996; Gottlob et al., 1999; Kawamoto, 1993;
Piercey & Joordens, 2000), PDP models generally pre-
dict that the speed of semantic coding is modulated by
the consistency of the orthographic-to-semantic map-
pings. Ambiguous words are assumed to possess one-
to-many mappings from orthography to semantics,
whereas unambiguous words are assumed to possess
one-to-one mappings. Thus, the feedforward relation-
ships from orthography to semantics are more inconsis-
tent for ambiguous words than for unambiguous words.
As a result, the speed of semantic coding should be slow-
er for ambiguous words than for unambiguous words.
Results supporting this prediction have been reported
recently by Hino et al. (2002).

In addition, as suggested by Azuma and Van Orden
(1997; see also Locker et al., 2003; Rodd et al., 2002),
if the speed of semantic coding is modulated by the nat-
ure of the feedforward relationships from orthography
to semantics, the speed of semantic coding may also be
modulated by the relatedness of the meanings for ambig-
uous words. That is, if one assumes that related
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meanings share semantic units, the feedforward map-
pings from orthography to semantics would be more
consistent when the meanings of ambiguous words are
related to each other than when ambiguous words
involve unrelated meanings. Thus, the speed of semantic
coding would be faster for ambiguous words with relat-
ed meanings than for ambiguous words with unrelated
meanings.

Semantic categorization results

Assuming that semantic categorization performance
is sensitive to the speed of semantic coding, the specific
expectations, according to PDP models, are that: (a)
response latencies in a semantic categorization task
should be faster for unambiguous words than for the
two types of ambiguous words and (b) for the two types
of ambiguous words, response latencies should be faster
for ambiguous words with more related meanings than
for ambiguous words with unrelated meanings. This
particular pattern of results, however, was not observed
in any of our semantic categorization experiments.

Indeed, the nonexistence of an ambiguity disadvan-
tage for ambiguous words with more related meanings
in Experiments 2, 3, 4, and 5 and the lack of an ambigu-
ity disadvantage for ambiguous words with less related
meanings in Experiments 3 and 4 pose a major challenge
for models based on PDP principles. If semantic catego-
rization performance reflects the speed of semantic cod-
ing, we should have been able to observe a consistent
ambiguity disadvantage across semantic categorization
experiments. Our inability to do so, coupled with For-
ster’s (1999) inability to do so, suggests that we need
to reconsider exactly how semantic categorization per-
formance reflects the speed of semantic coding.

Our use of the identical word stimuli in the ‘‘No’’ tri-
als in Experiments 2, 3, 4 and 5 highlights this problem.
Because the stimuli are identical, the semantic-coding
process (but not the decision process) required in the
negative trials should have been essentially the same
across these experiments. Although some researchers
(e.g., Forster, 2004; Landauer & Freedman, 1968) have
suggested the possibility that semantic coding could be
bypassed when small semantic categories are used, the
significant typicality and frequency effects in the multiple
regression analyses in the negative trials of Experiments
2, 3, and 4 appear to eliminate this possibility. Nonethe-
less, the ambiguity disadvantage for ambiguous words
with less related meanings and the relatedness advantage
were observed only in Experiments 2 and 5. Thus, it is
unlikely that these effects were due to the common
semantic-coding process. Instead, the different results
in these experiments appear to be due to the different
operations required during the task-specific, decision-
making process, the process following semantic coding
in all our semantic categorization experiments.
To further consider what operations are responsible
for producing the ambiguity disadvantage and the relat-
edness advantage during the decision-making process,
we focused on the following facts: while overall response
latencies were relatively shorter when no ambiguity dis-
advantage emerged (in Experiments 3 and 4), a signifi-
cant ambiguity disadvantage for the ambiguous words
with less related meanings was accompanied by relative-
ly longer response latencies (in Experiments 2 and 5). In
addition, the ambiguity disadvantage was observed only
when the typicality ratings for the experimental items in
the negative trials were relatively higher (in spite of the
fact that none of the items were members of the category
in question). These facts appear to suggest that what is
required for producing an ambiguity disadvantage is
that the decisions must be somewhat difficult to make.
That is, the decisions can’t be made by checking small
sets of semantic features and, thus, more analytic pro-
cessing is required. The relatively higher typicality rat-
ings for the items used in the negative trials
presumably led to more difficult decision-making in gen-
eral and, hence, to the longer response latencies that
were observed in Experiments 2 and 5 (relative to those
in Experiments 3 and 4).

When narrower categories were used in a semantic
categorization task, latencies were, presumably, short
because the decisions can probably be based on the exis-
tence (or nonexistence) of only a small set of target fea-
tures (i.e., Experiments 3 and 4). Hence, the number of
irrelevant features activated by the target word plays lit-
tle role in the decision-making process. As a result, nei-
ther ambiguity nor relatedness of meanings affects the
process. On the other hand, when decisions can’t be
made by looking for a small set of target features, par-
ticipants would need to evaluate all the activated fea-
tures (or meanings) of the target word for the
likelihood that they belong to the category in question
(e.g. the Living Thing category). In this situation, the
number of features (or meanings) activated by the target
word would matter. In particular, when an ambiguous
word involves unrelated meanings, the semantic analysis
needs to consider all the meanings and, hence, the deci-
sion-making process takes measurably longer. When the
ambiguous word has only related meanings, however,
the process is a bit simpler because, most of the time,
the semantic analysis could essentially be done for all
meanings at once. Thus, in comparison to unambiguous
words, a measurable ambiguity disadvantage would
only arise for ambiguous words with less related mean-
ings, as was observed in Experiments 2 and 5.

Relatedness-of-meanings effects

In contrast to the results of the semantic categoriza-
tion tasks, we observed a clear ambiguity advantage in
the lexical decision task as has been reported many times
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in the past (e.g., Borowsky & Masson, 1996; Hino &
Lupker, 1996; Hino et al., 1998, 2002; Jastrzembski,
1981; Jastrzembski & Stanners, 1975; Kellas et al.,
1988; Millis & Button, 1989; Pexman & Lupker, 1999;
Rubenstein et al., 1970, 1971). In addition, in this task,
there was no sign of a relatedness-of-meanings effect.
That is, the size of the ambiguity advantage was similar
for the two types of ambiguous words regardless of the
relatedness of the meanings.

Based on these results, it is apparent that the lexical
decision performance in our task was not sensitive to
the nature of semantic coding, that is, the nature of
the orthographic-to-semantic mappings possessed by
words, as characterized by PDP models. Instead, the
ambiguity advantage observed in our task appears to
be more easily accounted for as a semantic feedback
effect as suggested by Hino et al. (2002). Because ambig-
uous words possess multiple meanings, the amount of
semantic activation would be greater for ambiguous
words than for unambiguous words and, hence, the
amount of semantic feedback would also be greater for
ambiguous words. As a result, the orthographic process-
ing required in making lexical decisions would receive
more support from semantic feedback for ambiguous
words, producing an ambiguity advantage in lexical
decision.

In contrast to the ambiguity effect, we failed to
observe a relatedness-of-meanings effect in our lexical
decision task. The lack of this effect suggests that at
least the initial semantic activation of ambiguous
words is not modulated by the relatedness of meanings
because if the amount of semantic activation were
modulated by relatedness of meanings, the amount
of semantic feedback would also have been modulated
by this factor (e.g., Locker et al., 2003). We also failed
to observe a relatedness effect in the semantic catego-
rization tasks when narrower semantic categories (e.g.,
the Vegetable category) were used (as in Experiments 3
and 4). In fact, we only observed a significant related-
ness effect when a broader semantic category was used
in the semantic categorization tasks. Along with our
task analysis presented above, these facts appear to
suggest that the relatedness-of-meanings effect arises
only when more analytic semantic processing is
required during the decision-making process (as in
Experiments 2 and 5). A reasonable conclusion based
on these findings would be that the initial semantic
activation is independent of the relatedness of mean-
ings for ambiguous words, a conclusion which is also
consistent with the recent findings reported by Klein
and Murphy (2001, 2002).

In contrast to our lexical decision results, Azuma
and Van Orden (1997) and Rodd et al. (2002) report-
ed a significant relatedness effect in their lexical deci-
sion experiments when they used pseudohomophones
as nonword stimuli. In Azuma and Van Orden’s
study, a significant relatedness advantage was
observed in their few meaning condition in which
ambiguous words possessed less than 5 meanings. Sim-
ilarly, Rodd et al. reported a processing time advan-
tage for words with related meanings (along with a
processing time disadvantage for words with unrelated
meanings). However, in neither of these studies was
there a relatedness effect when using pronounceable
nonwords in a lexical decision task. Thus, our lexical
decision results are not technically inconsistent with
Azuma and Van Orden’s or Rodd et al.’s. In the
end, those authors specifically argued that the related-
ness effects in their lexical decision experiments (with
pseudohomophones) were due to the semantic-coding
process playing a large role in the task expressly due
to the use of pseudohomophones (although Rodd
et al. did observe a relatedness effect in their Experi-
ment 3, an auditory lexical decision task that did
not involve pseudohomophones).

An implication of Azuma and Van Orden’s (1997)
and Rodd et al.’s (2002) position, however, is that there
should be a relatedness effect in our semantic categoriza-
tion task, a task that requires the semantic-coding pro-
cess. The lack of such an effect provides a very clear
challenge to that position. For example, because there
were only two ambiguous words having more than 4
meanings in our stimulus set (based on the 50 partici-
pants’ responses in our norming study), most of our
ambiguous words would have belonged in the few mean-
ing condition in Azuma and Van Orden’s study. It is
precisely these types of words in Azuma and Van
Orden’s study that produced a relatedness advantage.

One way to attempt to explain this discrepancy
would be to argue that our semantic categorization data
do not reflect the speed of semantic coding because our
data are based on the negative trials. To account for the
performance on negative trials in a lexical decision task,
a number of researchers have suggested that the negative
responses are made based on a time deadline (e.g.,
Borowsky & Masson, 1996; Coltheart et al., 1977; Gra-
inger & Jacobs, 1996; Rodd et al., 2004). If the negative
responses in our semantic categorization tasks were also
based on a deadline, their latencies would, indeed, not
reflect the speed of semantic coding.

We find this possibility unlikely, however, based on
the following facts. First, if the negative responses are
made based on a time deadline, the mean response laten-
cies should always be slower on negative trials than on
positive trials. Although the negative responses were
slower than the positive responses in Experiments 2
and 4, mean response latencies were comparable for
the positive and negative trials in Experiment 5 and
the negative responses were even faster than the positive
responses in Experiment 3. Second, we observed
significant typicality effects in our multiple regression
analyses of the response latencies on negative trials in
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Experiments 2, 3, and 4. Further, in the regression anal-
ysis of Experiment 4, we observed a significant word
frequency effect in the negative trials. If negative
responses were based on a time deadline, there would
be no reason to expect typicality and frequency effects
in the negative trials. As such, the significant typicality
and frequency effects in the negative trials clearly suggest
that normal lexical/semantic processing was involved for
target words in all of our experiments.

A second way to attempt to explain this discrepancy
would be to consider whether it might be possible to
apply Rodd et al.’s (2004) account, an account which
allows for different results as a function of the nature
of the task, to the present situation. This account
was proposed to explain the lexical decision data
reported in Rodd et al. (2002). It is based on the idea
that there are changes in the processing difficulty of the
various types of ambiguous and unambiguous words as
a function of the degree to which semantic processing
is engaged. A changing data pattern among our vari-
ous word types as the nature of the task changed
was, of course, the pattern we observed. Thus, at first
glance, this approach might seem to have some
promise.

Rodd et al.’s (2004) model assumes that related
meanings share semantic features but unrelated mean-
ings do not. When this model was trained using ambig-
uous words with unrelated meanings, it developed
attractor basins for these meanings at different loca-
tions in semantic space. As in the other PDP simula-
tions described earlier, due to the competition created
by these meanings, the model took longer to settle at
the semantic level when words possessed more unrelat-
ed meanings. In contrast, because related meanings
share semantic features, the model developed one
broader attractor basin for multiple related meanings
of an ambiguous word. Therefore, the network state
could move into the attractor basin more quickly when
a word possessed more related meanings. When it is
necessary to fully settle on a semantic pattern, however,
having multiple related meanings does hurt processing
(in comparison to unambiguous words). This situation
results because, although related meanings share fea-
tures, those meanings are not identical and, thus, there
is some competition involved in settling on these par-
tially different patterns. The implication is that if a task
could be accomplished before completing semantic cod-
ing, the model predicts a processing time advantage for
ambiguous words having related meanings (in compar-
ison to unambiguous words). On the other hand, if a
task requires participants to fully complete semantic
coding before responding, the model predicts a process-
ing time disadvantage for ambiguous words having
related meanings (in comparison to unambiguous
words). In either situation, however, ambiguous words
with unrelated meanings should be processed more
slowly than either unambiguous words or ambiguous
words with related meanings (although the latter differ-
ence would be reduced when complete semantic coding
is required).

The results of the lexical decision task in Experi-
ment 1, showing faster latencies for ambiguous words
with unrelated meanings than for unambiguous words
(and no relatedness advantage) are, of course, inconsis-
tent with this model. As noted, however, Rodd et al.
(2002, 2004) have argued that unless the nonwords
are pseudohomophones, lexical decisions are not con-
tingent on the nature of semantic processing and,
hence, the results of Experiment 1 would be irrelevant
to their model. The results of the other experiments
would not be irrelevant to their model, however. Here
the predictions are clear: (1) a relatedness advantage
should be most evident when participants can respond
before semantic coding is completed and (2) a dimin-
ished (or null) relatedness advantage should emerge
when semantic coding has to be completed before
responding and (3) there should always be an ambigu-
ity disadvantage for ambiguous words with unrelated
meanings.

In terms of the processing apparently involved in our
categorization experiments, our results and these predic-
tions appear to be quite inconsistent with one another.
As discussed, based on the overall latencies and logical
considerations, one could argue that, if anything, more
complete settling was required in Experiments 2 and 5
(the Living Thing and Human decisions) than in Exper-
iments 3 and 4 (the experiments with the Vegetable and
Animal categories). Therefore, according to the model,
it is Experiments 3 and 4 in which one would be most
likely to find a relatedness advantage. In fact, it is in
Experiments 2 and 5 where the advantage actually arose
(relative to ambiguous words with less related mean-
ings). And, of course, the prediction that unambiguous
words would always have an advantage over ambiguous
words with unrelated meanings is contradicted by the
results of Experiments 3 and 4. Thus, the general pat-
terns observed in the present experiments do not appear
to be explainable within the framework of this model.

Alternative accounts of the present results

Our data, as well as those reported by Pexman
et al. (2004) and Forster (1999), suggest that ambigu-
ity disadvantages in semantic categorization and relat-
edness judgment tasks are likely not due to the
semantic-coding process as that process is conceptual-
ized within PDP models. Before considering how those
models would need to be changed to allow them to
accommodate our data, an obvious question to ask
is whether these data could be explained by a seman-
tic-coding process as it might be conceptualized within
a lexical model based on localist assumptions (i.e., a
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model in which there is a lexical level between the
orthographic and semantic levels, Becker, 1980; For-
ster, 1976; Morton, 1969; McClelland & Rumelhart,
1981; Paap, Newsome, McDonald, & Schvaneveldt,
1982).

As noted, if one assumes a lexical representation for
each word meaning regardless of relatedness of mean-
ings, the speed of selecting a lexical representation would
be probabilistically faster for words with multiple lexical
representations (i.e., ambiguous words) than for words
with a single lexical representation (i.e., unambiguous
words) (e.g., Jastrzembski, 1981; Rubenstein et al.,
1970, 1971). As such, this type of model can account
for our lexical decision data.

Where the model would have problems, however, is
in explaining our semantic categorization data. Pre-
sumably, because each meaning has its own lexical
entry, once a lexical representation had been selected,
the meaning representation attached to that entry
could simply be activated regardless of whether those
semantic representations are assumed to be localist
or distributed (e.g., Taft, 2003, 2004; Taft & Kougious,
2004). Hence, this type of model would not predict an
ambiguity disadvantage due to competition during
semantic coding. Nonetheless, it still would predict
an ambiguity disadvantage in our tasks. That is, to
make ‘‘No’’ decisions on the negative trials, partici-
pants would have to ensure that there are no meanings
that fall into the semantic category in question. After
the semantic representation for the first lexical entry
had been checked, each of the other lexical entries with
the same spelling would need to be accessed and their
semantic representations would have to be checked. As
a result, the response latencies on the negative trials
should increase depending on the number of meanings
a word has, producing a processing time disadvantage
for ambiguous words compared to unambiguous
words in our semantic categorization tasks. Thus, the
model would not be able to explain the results of
Experiments 3 and 4.

When considering whether semantic representations
should be thought of as being distributed or local, it
should also be noted that there are data which favor
the distributed representation assumption. For exam-
ple, Pexman, Lupker, and Hino (2002) recently report-
ed that both lexical decision and naming performance
are affected by the number of semantic features a
word has (see also Grondin, Lupker, & McRae, in
press). Based on norms provided by McRae, de Sa,
and Seidenberg (1997), Pexman et al. manipulated
the number of features for their unambiguous word
stimuli. In their lexical decision and naming tasks,
response latencies were faster for words with a high
number of features than for words with a low number
of features. Assuming that each word meaning is rep-
resented as a local semantic representation, there
would be no reason to expect that lexical decision
and naming performance would be modulated by the
number of semantic features factor. Thus, these results
are more consistent with models postulating distribut-
ed representations of word meanings. In particular, if
there is feedback activation from the semantic level
to the orthographic (and phonological) level, ortho-
graphic (and phonological) processing should be faster
when words are represented by more semantic features
due to the greater amount of semantic feedback (see
also Strain, Patterson, & Seidenberg, 1995, for a sim-
ilar account of an imageability effect). Given these
considerations it would appear to be premature to
abandon the distributed representation assumption,
at least with respect to semantic representations. Thus,
we next consider some alternatives that maintain that
assumption to evaluate whether our data can be
explained by any of those proposals.

In general, within a PDP framework, the semantic-
coding process must be somewhat noisy in that certain
semantic features will not achieve a high level of activa-
tion early in processing while others (i.e., ones that actu-
ally are not features of the concept) may be activated
early in processing but will fall out over time. Given this
scenario, it’s possible that the semantic-coding process
could make use of the rapidly available features allowing
it to be short-circuited in easy tasks such as those in
Experiments 3 and 4. That is, when a well-defined cate-
gory is used in a semantic categorization task, it may be
possible to make accurate decisions by checking only
those features that are strongly activated very early in
processing. In such a situation, a ‘‘Yes’’ decision could
certainly be made quite easily. With respect to ‘‘No’’
decisions, it is not impossible that a decision could be
made well before semantic coding is completed if there
was no suggestion among the activated semantic units
that a positive response might ultimately be called for.
If so, comparable response latencies across the three
word types in the ‘‘No’’ trials in Experiments 3 and 4
would follow (although ‘‘No’’ trials may be a bit error
prone). In addition, because the ‘‘No’’ responses should
be slower if some degree of activation were detected for
the relevant semantic units, this account would also
explain the typicality effect observed in the negative
responses in Experiments 3 and 4.

In contrast, when the category used in a semantic cat-
egorization task cannot be characterized by a small set
of features, it seems much more likely that the seman-
tic-coding process would have to be completed (or near-
ly completed) before making decisions. Thus, semantic
categorization performance would be more sensitive to
the nature of orthographic-to-semantic mappings.
Hence, a processing time disadvantage would be
observed due to the inconsistent orthographic-to-seman-
tic mappings, as was found for the ambiguous words
with less related meanings in Experiments 2 and 5.
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These principles are essentially those embodied in
Piercey and Joordens’s (2000) PDP account. This type
of account would also be able to explain the results of
our lexical decision task. That is, assuming that lexical
decision operations are executed based on the total
orthographic/semantic activation before completing
semantic coding and if semantic activation is modulated
by the number of meanings a word has, an ambiguity
advantage would be expected along with the lack of a
relatedness effect.

Where this type of account runs in to a problem,
however, is in explaining the lack of a processing time
disadvantage for the ambiguous words with more relat-
ed meanings when the semantic-coding process is
assumed to be completed before responding (in Exper-
iments 2 and 5). That is, even if meanings are related,
they are not identical and, hence, they should show
some degree of semantic competition in a semantic cat-
egorization task (see Rodd et al.’s, 2004, simulation). If
one were to assume instead that the semantic represen-
tations for ambiguous words with more related mean-
ings were essentially the same as the semantic
representations for unambiguous words as suggested
by Caramazza and Grober (1976), part of the problem
might be solved, however, other problems would be
created. In particular, it would raise the question of
why there was an ambiguity advantage for ambiguous
words with more related meanings in the lexical deci-
sion task in Experiment 1. That is, if the semantic rep-
resentations for ambiguous words with more related
meanings and for unambiguous words are essentially
the same, there would be no reason to expect process-
ing differences for these two types of words in the lex-
ical decision task. As such, at least at present, it doesn’t
appear that our results can be explained using this type
of account.

The problem with this account, as with others dis-
cussed above, is that it is based on the principle that
there is a competition during the semantic-coding pro-
cess. Therefore, these types of accounts inevitably pre-
dict an ambiguity disadvantage independent of the
nature of the task. What is needed, therefore, is a model
in which no competition is created during the semantic-
coding process even when the distributed representation
assumption is maintained at the semantic level.

A hint for how this might be accomplished is provid-
ed by Joordens and Besner’s (1994) report that they
could increase their model’s ability to settle into a cor-
rect semantic pattern (i.e., avoid the ‘‘blend state’’ prob-
lem) by increasing the number of semantic units. In
particular, the rate of correct settling for ambiguous
words was 30.8% with 100 semantic units. With 1000
units, the model’s performance improved to 48.8%. By
increasing the number of semantic units, therefore, the
competition created by multiple meanings was weak-
ened. As such, any processing time difference due to
the semantic-coding process for the ambiguous and
unambiguous words would, presumably, also decrease.

To further minimize the processing time difference
during semantic coding for ambiguous and unambigu-
ous words (within PDP models), one could also propose
a framework based on the idea that connection weights
producing one orthographic-to-semantic association are
not modulated by learning another association even
when it shares an orthographic pattern. For example,
if different patterns of activation are created at the hid-
den layer for each meaning of an ambiguous word, the
connection weights between the hidden units and the
semantic units would be different for each meaning. If
so, it would be possible to create a PDP model in which
competition is substantially reduced during semantic
coding even for words with inconsistent orthographic-
to-semantic mappings.

One may further wish to consider the possibility that
the multiple meanings of a word are mapped onto differ-
ent sets of semantic units (i.e., different semantic spaces).
If these sets of semantic units were either only weakly
connected or unconnected with each other, the process-
ing time disadvantage for ambiguous words would be
minimal because the orthographic-to-semantic connec-
tions adjusted to produce one relationship (e.g., for the
dominant meaning) would be completely separate from
the connections adjusted to produce the other relation-
ship (e.g., for the subordinate meaning(s)) and, hence,
there would be little, if any, competition during either
learning or semantic activation.

Note that within this type of architecture, not only
would ambiguity not create orthographic–semantic
inconsistency/competition but, in addition, the overall
amount of semantic activation generated would, none-
theless, still be larger for ambiguous words (because
more semantic units are activated for additional mean-
ings). If one then makes the assumptions we have made
about the central role of the decision-making process, we
would have a model that would be able to account for
the results reported in all of the present experiments.
Note also that these ideas would be broadly consistent
with some neurological findings that different neural
regions are associated with retrieval of different types
of semantic information (e.g., Damasio, 2001; Damasio,
Grabowski, Tranel, Hichwa, & Damasio, 1996; Tranel,
Damasio, & Damasio, 1997, 1998).

Although the present research is certainly consistent
with the notion that different meanings are represented
in different semantic spaces, there are probably a num-
ber of other ways to implement similar ideas within a
PDP framework. Any of these implementations would,
of course, involve some modification in the representa-
tional scheme at the semantic level. The question of
how best to make this modification, while retaining the
basic distributed representation assumption, is an
important issue for future research.
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Appendix A
Experimental items used in all the experiments along with their English translations
More related
 Less related
Ambiguous word
cover
 thin, crisp biscuit

compensation
 firecracker

singing other person’s song

a book cover

contact lens
 wearing coat

contact, touch
 court in sports

coating with paint

signature
 sandwich

signal, motion
 place tightly between two
other things

sand, tiny grains of crushed rocks
grocery store
 juice, soft drink

super, splendid
 deuce (in tennis)

space, room
 steel

cosmos, universe
 still (picture)

blank, margin
 base steal (in baseball)

line space, distance

set, a suite
 spiked shoes

setting up
 spiking in volleyball

set, a match

having one’s hair set

studio set

type, kind, class
 sauce

typewriter
 source

type, prototype

print or copy with a typewriter

drum, a musical
 check, investigate

instrument
 check, a pattern made of

something shaped like a drum
 squares

net
 truck

network
 track in a stadium
track to record information

on magnetic media
passing a ball
 pie, baked pie

pass in playing cards
 tiles used in mahjong

pass, a ticket
 breast

passing an examination
 pi, circle ratio

hit in baseball
 highlight on TV programs

hit, a success
 Hi-lite, a name of a cigarette
highlight on pictures

bridge (to cross a river)
 volleyball

bridge in wrestling
 ballet
valley

blue color
 base, basis

blue, depression
 base in baseball
bass (guitar)

plate, a dish
 Bowling

plate, a board
 boring (to dig)

the earth’s crust

press, place with force
 post, pillar box

the press, news, journalism
 post, position

make smooth with a hot iron
 afterward
post, pole

concrete block
 clear-plastic wrap

block in volleyball
 rap music
(continued on next page)
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Appendix A (continued)
More related
 Less related
(toy) building block
 lap time

block, a square

block, a group

block, a lump

front desk (in a hotel)
 reach in mahjong

front, the foremost part
 reach, length of the arm
Reach, a name of a toothbrush

the point, the gist
 list

point, a score
 wrist

point, a place

home
 ribbon, a strip of cloth

home base
 Ribbon, a name of a magazine

platform
 ribbon used in rhythmic

one’s hometown
 gymnastics
printer ribbon

(finger) ring
 route, a way to go

Ring, a title of a drama
 square root

ring, a circle
 connections, contacts

ring for boxing
Unambiguous wo
rd
idea

gift

column

sandals

season

shoes

switch

spot

pants

zero

motorbike

book

plan

bench

pot

holiday

market

rank

lamp
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